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ABSTRACT Chili is one of the main horticultural commodities in Indonesia, with high economic
value and stable market demand. Accurate determination of chili quality levels is an important
factor in maintaining quality, selling price, and distribution efficiency. Until now, the process of
assessing chili quality has generally been carried out manually through direct visual inspection by
experts or field officers. This traditional approach has limitations, such as varying levels of accuracy
due to assessor subjectivity and the limited availability of experts. Advancements in digital image
processing technology, particularly deep learning, offer opportunities to develop more accurate and
consistent automated detection systems. This study proposes a Convolutional Neural Network
(CNN) model to classify chili quality levels based on digital images, which is then integrated into
a web-based application. This study uses a dataset of 405 chili images from 11 varietal categories,
each labeled with quality (good, pest-infested, or unknown), which undergoes preprocessing stages
including resizing, normalization, and data augmentation. The CNN model was designed with
convolutional layers, max-pooling, dense layers, and a Softmax activation function, and was trained
using the Adam optimizer and Categorical Cross-Entropy Loss. The web application
implementation was carried out using the Flask framework, allowing users to upload images and
obtain prediction results in real time. The testing results showed that the developed CNN model
achieved an accuracy of 1.000 on the test data, with reliable detection performance under variations
in lighting and image backgrounds. This research contributes to the development of smart
agriculture technology by providing an accurate, fast, and easily accessible solution for chili quality
detection.

KEYWORDS: keyword consist of 3-5 words

LINTRODUCTION

In the post-harvest activities of agricultural
commodities, accurately determining both the
quality and quantity of chili is an essential and
decisive factor that significantly influences multiple
aspects of the agricultural supply chain. It plays a
major role in ensuring the smooth and efficient
distribution of produce from farmers to markets,
maintaining consistency and stability in supply
chains, optimizing storage and transportation
processes, and establishing a fair, competitive, and
sustainable selling price for the chili in the
marketplace. Furthermore, precise assessment of
chili quality and quantity helps reduce potential
economic losses, supports informed decision-
making for traders and distributors, and contributes

to meeting consumer expectations for freshness and
quality [1][2]. Chili is one of the main horticultural
commodities in Indonesia, recognized for its high
economic value and stable market demand, and it
plays a crucial role in both domestic consumption
and the agricultural economy. Beyond being a staple
ingredient in Indonesian cuisine, chili supports the
livelihoods of countless farmers, traders, and small-
scale agribusinesses across the country. Its stable
demand throughout the year makes chili an
important factor in ensuring food security, price
stability, and income generation for rural
communities. Furthermore, chili production and
distribution contribute significantly to regional
agricultural ~ development, stimulate related
industries such as food processing and logistics, and
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reflect the cultural importance of spicy flavors in
Indonesian culinary traditions [3][4]. The complex
visual characteristics of chili, such as variations in
shape, size, and color changes corresponding to
quality levels, are important factors in determining
its quality and selling price [5]. Chilies that are pest-
infested or considered low-quality are those showing
physical damage caused by pests such as insects or
diseases. Characteristics of pest- or disease-infected
chilies include holes or scratches on the fruit skin,
color changes such as blackening or yellowing, as
well as fungal spots or bacterial stains on the surface.
In addition, chilies that are soft, wrinkled, or have
degraded taste and texture are also categorized as
poor-quality chilies. Such damage reduces their
quality and freshness, thereby affecting their market
value. Accurate determination of chili quality levels
is essential, as errors in identification can lead to
price reductions and affect distribution efficiency
[6]. Until now, chili quality assessment has mostly
been carried out manually by human labor, which
tends to be subjective and less consistent, especially
when production volumes are high and lighting
conditions vary [7].

In traditional practice, the process of
diagnosing or assessing chili quality often relies on
direct visual observation in the field by experts or
inspection officers [8]. This approach has several
limitations, such as varying accuracy due to assessor
subjectivity and the limited number of experts
available to conduct large-scale inspections [9]. This
condition has the potential to cause inconsistent
results and slow down decision-making processes,
especially in supply chains with high production
demands [10].

Advancements in digital image processing
technology have provided new solutions in
agriculture, particularly for the identification and
classification of horticultural commodities [11]. One
of the studies in image processing was conducted by
combining the Canny method with a feed-forward
neural network to identify chili varieties [12].
Recent research used the Canny and Sobel edge
detection methods to detect chili contours, focusing
on analyzing the influence of threshold parameters
on edge detection quality. The results of the study
showed that selecting appropriate threshold
parameters can improve the clarity of object edges
and reduce noise [13]. Nevertheless, edge detection-
based approaches are still limited to contour
extraction and are therefore unable to automatically
classify quality levels. Furthermore, that study did
not leverage the advantages of CNNs in automatic
feature extraction.

In the past five years, deep learning methods,
particularly  Convolutional Neural Networks
(CNNs), have been widely used for image-based
object detection and classification [14][15][16]. One
study utilized a CNN with DenseNetl169 transfer
learning to detect the ripeness level of Katokkon
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chili and achieved high accuracy; however, the study
had not yet integrated the model into a web-based
application that would facilitate field use [17].
Another study applied YOLOVS to detect red chilies
directly from plant images, but its focus was solely
on red chilies and limited to object detection without
detailed quality classification across various chili
types [18][19]. This indicates that previous studies
still have opportunities for further development in
the aspect of chili quality classification.

Based on these developments, this study
proposes the development of a CNN model to
directly detect chili quality levels from digital
images, which is then integrated into a web-based
application. This integration is expected to make it
easier for users, such as farmers, traders, and
processing industry players, to quickly, accurately,
and in real time identify chili quality. This study also
uses a chili image dataset with diverse lighting and
background variations, so the resulting model is
expected to be more robust to real-world field
conditions. Thus, this research not only offers a
technology-based solution that is more modern than
conventional edge detection methods but also makes
a tangible contribution to the implementation of
smart agriculture in Indonesia.

Based on a review of previous studies, a
research gap can be identified in studies on chili
quality detection based on digital images. Most
previous research has focused on feature extraction
using edge detection and contour extraction
techniques, such as the Canny and Sobel methods
[12][13], which are not yet capable of automatically
classifying chili quality. Other studies have applied
Convolutional Neural Networks (CNNs) and deep
learning approaches to detect chili maturity or
presence [17][18], however, these studies are still
limited to specific chili types, object detection tasks,
or do not classify chili quality into more detailed
quality categories. In addition, most of these studies
have not integrated CNN models into web-based
applications that can be directly and real-time
accessed by users in the field.

Therefore, this study addresses the identified
research gap by developing a CNN model
specifically designed to classify chili quality into
three categories, namely good, pest-infested, and
unknown, and by integrating the model into a web-
based application. Accordingly, this research has a
clear position as an extension of previous studies in
the context of chili quality detection based on digital
images.

The novelty of this study lies in the
application of a Convolutional Neural Network
(CNN) for classifying chili quality into three
categories, namely good, pest-infested, and
unknown, which is directly integrated into a web-
based application to enable real-time usage. In
contrast to previous studies that generally focused
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only on edge detection, chili type identification, or
maturity level assessment without application
system implementation, this study emphasizes
quality  classification and  practical field
implementation.

The purpose of this study is to develop a
CNN-based system capable of automatically
classifying chili quality into specific categories
(good, pest-infested, or low-quality) to support a
more objective, consistent, and efficient quality
determination process within the agricultural supply
chain.

II.METHOD
The following are the research method steps
that have been carried out, which are presented in the
diagram in Figure 1:

Start

Chili image

Pregrocessing
dda

Model CHM

Model training

Aaplication
implementation

Figure 1. Research Methodology
1. Dataset

In this study, the dataset used consisted of chili
images obtained through observations captured
personally. There were 405 chili images
representing 11 varietal categories, labeled as
‘good,” ‘pest-infested,” or ‘unknown,” with
varying quantities for each image.

Table 1. Sample Chili Image Data
Green Bird’s Eye
Chili 1

Green Bird’s Eye
Chili 2

Green Bird’s Eye
Chili 3

Bird’s Eye Chili 1

Bird’s Eye Chili 2

Bird’s Eye Chili 3

Curly Red Chili 1

Curly Red Chili 2

Curly Red Chili 3

Large Green Chili 1

Large Green Chili 2

Large Green Chili 3

Table 1 presents the list of chili image files used
in this study. These images include various types of
chili, such as green bird’s eye chili, curly red chili,
and large green chili. Each image has a different file
size, depending on the visual complexity and the
resolution of the image produced by the phone
camera.

2. Preprocessing data
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Before the images were used for model training,
several preprocessing steps were carried out to
prepare the data to meet the requirements of the
deep learning model. Before being used in model
training, several preprocessing steps were
applied to the images. First, all images were
resized to 128%128 pixels to ensure consistency
in image size used in the model. Next, the pixel
values of the images were normalized to the
range [0, 1] by dividing each pixel value by 255,
aiming to accelerate the model training process.
In addition, to increase the variation of training
data and prevent overfitting, data augmentation
was performed using techniques such as rotating
images within a certain angle range, horizontal
flipping to add wvariation to the image
appearance, as well as zooming and shearing to
enhance the visual complexity of the images.
Model CNN

To classify chili quality, a Convolutional Neural
Network (CNN) model was used, consisting of
several convolutional layers to extract important
features from the images. The convolutional
layers function to detect basic patterns in the
images, such as lines, textures, and shapes, using
the ReLU (Rectified Linear Unit) activation
function to introduce non-linearity into the
model. After the convolutional layers, pooling
layers were applied using the max-pooling
technique to reduce image dimensions and
accelerate  computation  while  retaining
important features detected in the convolutional
layers. Subsequently, the images processed by
the convolutional and pooling layers were
flattened and passed through fully connected
(dense) layers for classification. The output of
this layer is the probability that the image
belongs to one of the categories: ‘Good,” ‘Pest-
Infested,” or ‘Unknown’. In the output layer, the
Softmax activation function was used to provide
probabilities for each class. For model
optimization during training, the Adam
optimizer was employed, while Categorical
Cross-Entropy Loss was used to measure the
difference between the model’s predictions and
the actual class labels, as shown in the CNN
architecture below :

Fully
Connected

-0,

Convolution

Pooling ... Output

Input

\ N\

Feature Extraction Classification

Figure 2. CNN Architecture
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In the convolutional layer of a Convolutional
Neural Network (CNN), the main process
involves applying filters or kernels to the input
image to extract important features such as lines,
textures, and shapes. These filters operate by
sliding across the image (a process called
convolution) and performing a dot product
operation between the pixel values of the image
and the pixel values of the filter. The result of
this multiplication is summed to produce a single
output value at a specific position. This process
is performed on every part of the image,
generating features that can help in recognizing
specific objects or patterns. These filters are
highly effective at detecting local patterns in the
image, such as lines, corners, and textures. The
basic formula for calculating the output size of a
convolutional layer depends on the input image
size, filter size, and other parameters such as
stride and padding used in the convolution
operation. The basic formula for calculating the
output size of a convolutional layer is :

Input — Filter + 2 X Padding
- +1
Stride

Output Size =

Model training

In the model training stage, the constructed CNN
model is trained using the preprocessed training
data. The training process is carried out to teach
the model how to recognize and classify chili
images based on the features extracted from
those images.

First, the training set was used to train the model.
The CNN model was optimized using the Adam
optimizer, which is one of the popular
optimization algorithms that can accelerate
convergence and reduce prediction errors. In
addition, Categorical Cross-Entropy Loss was
used as the loss function to calculate the
difference between the model’s prediction
results and the correct labels.

During training, the model goes through several
epochs (training iterations), where each epoch
consists of processing one batch of data at a time.
To prevent the model from overfitting, a
validation set is used to monitor the model’s
performance during training and adjust its
parameters so that it does not over-adapt solely
to the training data.

In addition, early stopping can be applied to halt
training early if the model has already achieved
optimal performance on the validation set, in
order to avoid prolonged training without
significant performance improvement.
Application implementation

After the CNN model has been trained and saved
in the .hS5 format, the next step is to implement
the model into a web-based application that
allows wusers to upload chili images and
automatically obtain predictions of their quality
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(whether the chili is good, pest-infested, or
unknown).

For this implementation, Flask, a lightweight
web framework for Python, was used, which
allows for rapid web application development.
The following are the steps for implementing the
application: Flask setup begins with installing
the Flask framework in the development
environment. To start, first install Flask using pip
(Python Package Index) with the following
command :

[ 1 pip install flask

Figure 3. Flask pip Installation

After Flask is installed, the next step is to create
the main web application file, named app.py. In
this file, we will import Flask and create an
application object. Below is an example of the
basic Flask application setup :

[ ] from flask import Flask, render_template, request
app = Flask(_name__)

@app.route('/")
def home():
return render_template('index.html')

if _name_ =="'_main_":
app. run(debug=True)

Figure 4. Flask Router

In the example above, the app object is an
instance of the Flask class that will handle all
application URL routes. The @app.route('/') method
sets the URL for the application's main page. The
home() function is used to render the index.html
template file, which will be displayed when the user
accesses the main page. After setting up the folder
structure and Flask configuration, the next step is to
create the main application file named app.py.
Below is an example of creating the app.py file for a
Flask-based application that integrates the CNN
model and allows users to upload chili images and
obtain prediction results.

Flask, render_template, request

0s

tensorflow. keras.models load_model

image
secure_filename
app = Flask(__name_)
UPLOAD_FOLDER = 'static/uploads’

app.config[ 'UPLOAD_FOLDER'] = UPLOAD_FOLDER

model = load_model( 'model/cabai_model.h5")
labels = ['Bagus', 'Hama', 'Tidak Diketahui']

Figure 5. app.py Script

III.LRESULT AND DISCUSSION

After obtaining the dataset, the next step is
preprocessing before applying it to the deep learning
model. The images are resized to 128x128 pixels
and normalized within a value range of 0 to 1. The
results of this preprocessing are then used to train the
model that will be tested.

The proposed Convolutional Neural Network
(CNN) model for detecting chili quality levels was
evaluated using a dataset consisting of 11 chili
images of various types, including green and red
chilies. Model Convolutional Neural Network
(CNN) yang diusulkan untuk mendeteksi tingkat
kualitas cabai dievaluasi menggunakan dataset yang
terdiri dari 11 gambar cabai berbagai jenis, termasuk
cabai hijau dan cabai merah. The images were
resized to 128x128 pixels, and the pixel values were
normalized within the range [0, 1] to accelerate the
training process. Data augmentation techniques,
such as image rotation, horizontal flipping,
zooming, and shearing, were applied to create
variation and prevent overfitting during model
training. In general, these stages can be described as
follows :

1. Loading dan Preprocessing Data
In the initial stage, chili images located in the
specified folder were loaded and processed using
PIL and NumPy. The images were resized to
128%128 pixels and then normalized so that the
pixel values fall within the range [0, 1].

2. Model CNN

The CNN model was built with several
convolutional and max-pooling layers for feature
extraction, followed by fully connected layers
for classification. The configuration details of
each layer along with the number of parameters
can be seen in Figure 6.
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Layer (type) Output Shape Param #
conv2d (Conv2D) (None, 126, 126, 32) 896
max_pooling2d (MaxPooling2D) (Nene, 63, €3, 32) ]
conv2d_1 (Conv2D) (None, 61, 61, 64) 18,496
max_pooling2d 1 (MaxPooling2D) (Nene, 36, 38, 64) ]
conv2d_2 (Conv2D) (None, 28, 28, 128) 73,856
max_pooling2d 2 (MaxPooling2D) (Nene, 14, 14, 128) ]
flatten (Flatten) (Nene, 25€88) ]
dense (Dense) (None, 128) 3,211,392
dense_1 (Dense) (Nene, 2) 258

Total params: 3,384,898 (12.61 MB)
Trainable params: 3,384,898 (12.61 MB)
Non-trainable params: @ (2.68 B)

Figure 6. Model Summary
As shown in Figure 3, the CNN model consists
of three convolutional (Conv2D) layers, each
followed by a max-pooling layer to reduce
feature dimensions. After the feature extraction
process, the results are flattened through a
Flatten layer so they can be passed to the fully
connected (Dense) layers. The first Dense layer
serves as a hidden layer with 128 neurons, while
the final Dense layer is the output layer with 2
neurons representing two classes (e.g., good-
quality chili and poor-quality chili).
The total number of model parameters is
3,304,898, all of which are trainable, so the
weights in each layer will be updated during the
training process. This relatively large number of
parameters indicates the model’s complexity in
extracting patterns from chili images.
Pelatihan Model
The model was trained using the training and
validation data, with a specified number of
epochs and batch size.

5 bouch 10
41— 3 Is/step - accuracy: 1.8086 - loss: 86822 - val accuracy: 1.8069 - val _loss: 0.0039
Epoch 2/18
1 85 318ms/step - accurary: 1,6089 - loss: 8,083 - val_accuracy: 1.0998 - val_loss: 7.3%69-6
Epoch 3/18
ul 85 38dns/step - accuracy: 1.8989 - loss: 6.7582-86 - val_sccuracy: 1.8868 - val_loss: B.8000e+é8
Eoch 418
iy 15 B13ns/step - accuracy: 1.8998 - loss: 8.6900e+00 - val accuracy: 16066 - val loss: 0.8008es00
Epoch 5/18
1M 1 ST9s/step - accuracy: 1.6989 - loss: 0.6980e+00 - val accuracy: 18060 - val loss: 8.6930esd0
Epach £/18
1n 1s T2insstep - sccuracy: 16909 - loss: 2.6900e400 - val_accuracy: 18869 - val loss: 8.0900es00
Epach 7/18
Y1 ————— 15 64Tns/step - accurary: 1.6099 - loss: B.9909e+80 - val_accuracy: 1.8608 - val_loss: 8.0099e+08
Epoch 8/18
iyl B 353ns/step - accuracy: 1.8989 - loss: 8.8998+00 - val_sccuracy: 1.0868 - val_loss: B.8000e+e8
Eoch 918
yu 15 GBns/step - accuracy: 1,8999 - loss: B.B9ARe+0 - val_accuracy: 10066 - val_loss: 9.6938est0
Epoch 16/18
mn 85 343ns/step - accuracy: 1.8980 - loss: 0.6998e+08 - val_zccuracy: 1.0868 - val_loss: ©.0900e+d8

Figure 7. Epoch Process

Figure 7 shows the CNN model training process
over 10 epochs. The training accuracy and
validation accuracy consistently reached 100%
from the first epoch, with loss and validation loss
values continuously decreasing toward zero.
This indicates that the model successfully
learned the patterns in the data very well.

Model Evaluation
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After training was completed, the model was
evaluated using the test data, and metrics such as
accuracy, precision, recall, and Fl-score were
calculated.

Training set shape: (8, 128, 128, 3), Labels shape: (8,)
Validation set shape: (2, 128, 128, 3), Labels shape: (2,)
Testing set shape: (2, 128, 128, 3), Labels shape: (2,)
Evaluating model on test data...

Test Loss: ©.0600

Test Accuracy: 1.9000

Making predictions on test data...

1/1 =————————— 05 128ms/step

Calculating evaluation metrics...

Precision: 1.0000

Recall: 1.0000

Fl-score: 1.6000

Figure 8. Model Evaluation

Figure 8 shows the evaluation results of the CNN
model using the test data. The Test Loss value
was recorded as 0, while the Test Accuracy
reached 100%. In addition, all other evaluation
metrics—precision, recall, and F1-score—also
showed perfect scores (1.0000). This means the
model was able to classify all test images
correctly without errors.

Web Application Implementation with Flask
After the model was trained, the web application
was built using Flask, allowing users to upload
chili images and obtain prediction results.

Aplikasi Deteksi Kualitas Cabai

Upload Gambar Cabai

Pl File Tidak ada file yang dipiih

Figure 9. Chili Quality Detection Application
Interface

Aplikasi Deteksi Kualitas Cabai

Hasil Deteksi: (27

—- 2
2 4

Figure 10. Good Detection Result

In Figure 10, the Convolutional Neural
Network (CNN) model successfully detected
chili with an optimal quality level. The detection
process was carried out using digital chili images
that had undergone several stages, including
convolution, pooling, and classification. The
detection results indicate that the chili has good
quality, as evidenced by the identified visual
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characteristics such as color, shape, and texture
that match the ‘Good’ category. The CNN model
provides accurate predictions thanks to training
with a dataset that includes various types of
chilies with different lighting and background
variations.

Aplikasi Deteksi Kualitas Cabai

Upload Gambar Cabat

Fili Fle: Tidak ada file yeng

Hasil Deteks:

(3

i

& BERDAMPAK

Figure 11. Unknown Detection Result

In Figure 11, the Convolutional Neural
Network (CNN) model failed to provide a clear
classification of the chili’s quality. This could be
due to several factors, such as suboptimal
lighting, overly complex backgrounds, or
variations in chili shape and texture not covered
in the training data. When the model cannot
identify with certainty, it returns the status
‘Unknown.” These results highlight the
importance of improving the dataset and
enhancing image preprocessing to increase
detection capability under more varied
conditions.

N Aplikasi Deteksi Kualitas Cabai e

Hasil Deteksi: [

Figure 12. Pest Detection Result

In Figure 12, the Convolutional Neural
Network (CNN) model successfully detected a pest-
infested chili based on visual characteristics such as
color changes, abnormal texture, or surface damage.
This detection was performed after the chili image
passed through convolution and pooling stages to
extract important features. The model classified the
chili as ‘Pest-Infested’ by matching the observed
patterns with the training dataset that included
images of damaged or pest-infested chilies. These
results demonstrate the effectiveness of CNN in
detecting quality issues in chilies, which is crucial
for maintaining agricultural product quality.

The results of this study indicate that the
developed Convolutional Neural Network (CNN)
model achieved an accuracy of 100% on the test data

in classifying chili quality based on digital images.
This finding is consistent with the study conducted
by Andayani et al. [17], who applied a CNN model
using DenseNet169 transfer learning for chili
maturity detection and reported high accuracy. The
similarity of these results demonstrates that CNNs
are highly effective in extracting complex visual
features from chili images.

However, the approach employed in this
study differs from the methods used by Caya et al.
[12] and Rahayu et al. [13], which relied on edge
detection techniques such as Canny and Sobel.
These methods primarily focus on extracting object
contours and edges, resulting in limitations in
automatically classifying chili quality. In contrast,
CNNs are capable of automatic and comprehensive
feature extraction without requiring manual feature
selection, leading to more optimal classification
performance.

Furthermore, the study by Madupalli et al.
[18], which utilized YOLOVS for red chili detection,
mainly focused on object detection rather than on
quality classification based on physical condition
and pest infestation. This research complements
previous work by providing chili quality
classification into three categories, namely good,
pest-infested, and unknown, thereby offering more
comprehensive information for users.

Thus, the findings of this study not only
reinforce previous research on the effectiveness of
CNNs in agricultural image processing, but also
contribute novel value through the integration of a
CNN-based chili quality classification system into a
web-based application that can be used in real-time
under field conditions.

IV.CONCLUSION

In this study, a chili quality detection system
based on a Convolutional Neural Network (CNN)
was developed to accurately classify chili quality
levels using digital images. This system addresses
the limitations of traditional methods that rely on
manual visual inspection, which is often subjective
and inconsistent. The constructed CNN model is
capable of recognizing various types of chilies under
different lighting and background conditions,
providing more reliable and faster results. The
implemented web-based application allows users,
such as farmers and traders, to upload chili images
and obtain real-time quality predictions. This
research makes a significant contribution to the
development of smart agriculture technology in
Indonesia by providing an automated solution that
simplifies the process of chili quality identification.
For future research, expanding the dataset with a
greater variety of chili types and applying the model
in more diverse field conditions could be important
steps to improve the accuracy and reliability of this
detection system. Thus, this study directly fills the
identified research gap by integrating CNN-based
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chili quality classification with a real-time web-
based application, which has not been addressed in
previous studies.
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