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ABSTRACT Stunting is a chronic nutritional disorder that significantly affects child growth,
development, and the overall quality of future human resources. According to the 2024 Indonesian
Nutritional Status Survey (SSGI), the prevalence of stunting remains high at 19.8%, equivalent to
approximately 4.48 million children under five. Early detection of stunting risk is essential for
timely and data-driven interventions. This study employed the CRISP-DM methodology,
encompassing business understanding, data collection, preparation, modeling, and evaluation
phases. The dataset was processed through cleaning, variable encoding, and stunting status
classification based on WHO standards. An XGBoost-based predictive model was developed and
evaluated using accuracy, precision, recall, and Fl-score metrics. The model achieved 98%
accuracy in predicting stunting risk. Feature importance analysis revealed that height is the most

influential variable determining stunting risk.

KEYWORDS: stunting, machine learning, risk prediction, XGBoost

LINTRODUCTION

Stunting is a serious challenge to public
health development in Indonesia, directly impacting
the long-term quality of human resources (HR).
Stunting is defined as a condition of growth failure
in toddlers due to chronic malnutrition that persists
from pregnancy to two years of age (the First 1000
Days of Life) [1]. The impact of stunting is not
limited to childhood but can persist into adulthood,
affecting productivity and overall quality of life [2].
Children who experience stunting are at risk of
decreased cognitive abilities, low academic
achievement, and weakened immunity to disease
[3]. Furthermore, stunting can hamper national
economic growth by reducing future human
resource productivity [4].

According to the World Health Organization
(WHO), the first 1.000 days of life, starting from
conception until the age of two, is a critical period
for growth and development. Malnutrition during
this period can lead to stunting, a condition in which
a child’s height is below the standard for their age
[5]. Stunting not only affects physical growth but
can also impact cognitive development and long-
term health outcomes [3]. Research has shown that
children who experience malnutrition at an early age
have a higher risk of becoming stunted [6].
Therefore, it is important to understand one of the

key factors contributing to stunting, namely
nutritional intake.

Stunting is a chronic nutritional problem that
remains a global challenge, especially in developing
countries. In Indonesia, according to data from the
2024 Indonesian Nutritional Status Survey (SSGI),
the prevalence of stunting remains high, reaching
19.8%, equivalent to 4.482.340 children under five,
although this figure has decreased compared to
previous years. In Bengkulu Province, stunting
remains a serious concern, particularly in areas with
limited access to health services and nutrition
information [7].

Although efforts to reduce stunting have been
implemented in various regions of Indonesia
through  various nutrition and  education
interventions, the main challenge remains the ability
to detect stunting risk quickly, accurately, and data-
drivenly. Currently, measuring children's nutritional
status is generally done manually and using simple
descriptive statistics, requiring manual
interpretation based on WHO anthropometric
standards. This process is not only spend a lot of
time but also carries the risk of misinterpretation,
especially in areas with limited health personnel.

With the development of information
technology and artificial intelligence, particularly
machine learning, there is a significant opportunity
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to increase the effectiveness and efficiency of the
process of classifying and predicting stunting risk
[8]. One algorithm that has proven superior in
classification tasks with simple data structures and
medium volumes is Extreme Gradient Boosting
(XGBoost) [9]. XGBoost is a decision tree-based
algorithm capable of handling various types of data,
producing accurate predictions, and identifying the
variables most influential on the predicted outcome
[To][11].

This research will develop a predictive model
capable of classifying children into four categories:
severe stunting, stunted, normal, and tall.
Furthermore, the model will provide a feature
importance analysis, identifying the relative
contribution of each variable (age, weight, height,
and gender) to the classification. This research is
important and strategic because it directly
contributes to the development of an information
technology-based early detection system for
stunting, which is not only practical but also
replicable and can be further developed.

ILMETHOD

The development method used in this
research is based on CRISP-DM (Cross-Industry
Standard Process for Data Mining). Several phases
applied in this research are Business Understanding,
Data Understanding, Data Preparation, Modeling,
and Evaluation [12]

Stunting is a serious health problem in
Indonesia, characterized by growth failure in
children caused by various complex factors.
According to data from the Ministry of Health, the
prevalence of stunting remains quite high, especially
in areas with low socioeconomic levels (Ministry of
Health of the Republic of Indonesia, 2024). This
condition has a significant impact on the quality of
human resources, considering that stunting affects
not only a child's physical growth but also their
cognitive development and future potential. This
research focuses on developing an early prediction
method for stunting risk using a machine learning
approach. The primary goal is to create an accurate
and reliable predictive model to detect potential
stunting in children as early as possible. Using the
XGBoost algorithm, this study seeks to leverage the
power of complex data analysis to identify risk
factors contributing to stunting.

This research aims to develop a predictive
model capable of analyzing various variables
influencing stunting, providing a tool for health
workers and policymakers to conduct -early
interventions for children at risk of stunting, and
providing methodological contributions to the
development of machine learning models for child
health issues. Specifically, the research's technical
requirements  include comprehensive dataset
collection, accurate data preprocessing, relevant
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feature selection, and the development of an

XGBoost model with high accuracy and sensitivity.

The data required for this research consist of
child nutritional status records representing the
classification target, along with data on the child's
height, sex, and age in months.

Data preprocessing was performed to clean
and prepare the dataset before use for modeling. In
this study, the data preparation stage encompassed
several approaches to improve data quality and
model accuracy.

1. Handling Missing Values, the first step in data
preparation is addressing missing values in
dataset variables, such as age, height, gender,
and nutritional status. This data handling is
crucial to ensure data completeness

2. Encoding Categorical Variables, encoding
variables is performed to ensure optimal use of
the variables in machine learning models.
Categorical variables such as gender and
nutritional status must be converted into
numeric format for proper interpretation within
the model.

3. Detecting and Handling Outliers, data
containing outliers in variables such as height or
age can disrupt the prediction process and
reduce model accuracy. Values that differ
significantly from the dataset are called outliers.
Outliers are handled wusing z-score or
interquartile range calculations.

4. Dataset Division, this stage divides the dataset
into training and test data with an 80:20 split.
The training data is used to build the model,
while the test data is used to evaluate the
model's performance on new data.

5. Oversampling or undersampling, to ensure the
data being tested has the same ratio, an
oversampling or undersampling step is
required. Equalizing the data ratio helps
generate accurate predictions. With an equal
number of data classes, the model can better
learn patterns to detect appropriate nutritional
status targets based on the given variables.

The modeling process was then carried out
using the XGBoost algorithm. The modeling process
involved three stages: preprocessing, training, and
testing. After the preprocessed data was trained, the
results were evaluated to measure the model's
reliability [13][14]. The steps in the XGBoost
algorithm are as follows:

1. The average target value is calculated for the
initial prediction and the corresponding initial
residual error.

2. A model is trained with the independent
variables and residual errors as data to obtain
predictions.

3. Additive predictions and residual errors are
calculated using multiple learning rates from
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the previous output predictions obtained from
the model.

4. Steps 2 and 3 are repeated several times until the
required number of models are created.

5. The final prediction from boosting is the sum of
all previous predictions made by the model.

After the model was obtained, it was
evaluated using testing data, which was then
evaluated against the weights obtained from the
model training process. Validation was performed
using cross-validation. Techniques such as cross-
validation are used to avoid overfitting and ensure
that the model performs well on previously unseen
data [15]. Evaluation was also conducted using a
confusion matrix and a classification report to
measure the performance of a classification model
[16]. A regression model was also run to identify
which variables had the most significant influence
on nutritional status [17].

The evaluation was conducted to test and
measure the model's reliability. The results
demonstrated the model's accuracy in predicting
children's nutritional status, which is then useful in
analyzing the risk of stunting in children. Feature
importance from XGBoost was also used to assist
this analysis. Feature Importance is used to analyze
the importance of each feature in predicting
nutritional status. This feature in XGBoost measures
the relative contribution of each predictor variable to
nutritional status. Using this feature, we can see the
influence of each variable on the target in explaining
variations in nutritional status.

III.RESULT AND DISCUSSION

This study used a stunting dataset obtained
from the Kaggle platform . This dataset is the source
of information used by researchers to analyze the
risk of stunting in children. The dataset used has
comprehensive and representative data coverage,
including nutritional status records children
representing the classification target, along with
height data body, type gender, and age children in
units month. In data understanding phase analyzed
in the dataset include:

Age a numeric variable measured in months,
indicates a child's developmental stage. This dataset
contains a range of values for the age variable, from
zero to 60 months. The age distribution of children
in the dataset is as follows .
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FIGURE 1. Distribution of age
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Height a numeric variable that describes a
child's physical size. The minimum value of the
height variable is 40 cm and the maximum value is
128 cm. with an average (mean) height is 88.7cm.
Height information in the dataset can be seen as
follows .
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FIGURE 2. Boxplot of Height Distribution

Figure 2 shows the distribution of children's
heights in the dataset. The boxplot above shows that
the dominant distribution of children's heights is in
the range of 75 to 97 cm.

Gender a categorical variable in the dataset,
is a variable that can influence the risk of stunting.
Gender distribution displayed on the following
image .
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FIGURE 3. Distribution of Gender Dataset
Figure 3 shows that the gender variable is

divided into two types: male and female . This
gender variable contains data with a division of
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50.1% of'the variables containing male data and 49.9
% of the variables containing female data.

Nutritional Status is the target variable in this
study. Nutritional status is a key wvariable in
determining children's growth conditions. The
frequency distribution for children's nutritional
status in the dataset is as follows.
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FIGURE 4. Frequency of Nutritional Status

Figure 4 shows that the dataset used
predominantly contains nutritional status. normal ,
high nutrition, stunted nutrition and severely
stunted. Futhermore the better understand the data
used a comparison was made to see the relationship
between each variable and the variables of height
and nutritional status. The following is the
relationship between these variables.

1. Relationship between Height and Age

The relationship between height and age is
known to have a pattern in which the higher the age
value, the higher the height value. However, some
data fall outside this pattern. Correlation testing was
conducted on these two variables, with a Pearson
correlation coefficient of 0.8431 and a Spearman
correlation coefficient of 0.8434.
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FIGURE 5. Height Relationship and Age

2. Height Distribution by Gender

The distribution of height by gender shows that
the dominant height data ranges from 75 to 97 cm.
Furthermore, females have a wider data distribution,
reaching a top figure of 128 cm and a bottom figure
closer to 40 cm compared to males.
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3. Distribution of Height per Nutritional Status

The height distribution graph for each
nutritional status shows that each nutritional status
has a distribution of data in order from lowest to
highest, namely severely stunted, stunted, normal,
and tall. In general, the dominant data distribution is
in the height range of 60 to 110 cm.

Distribusi Tinggi Badan per Status Gizi Setelah Oversampling

N IS &
& s &

] g B

Tinggi Badan (cm)

@
&

&

&
&a\

&

o

Status Gizi (Encoded)

FIGURE 7. Distribution of Height per Nutritional
Status

4. Age Distribution per Nutritional Status
Distribution of age per nutritional status, seen in
general, the distribution of height is divided into two
types. The first type, where lower height figures
predominantly represent severely stunted or tall
data. The second type, where higher height figures
predominantly represent stunted and normal data.
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FIGURE 8. Age Distribution per Nutritional Status

5. Relationship between Gender and Nutritional
Status
The relationship between gender and nutritional
status and done Chi-square testing was performed on
both variables.
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FIGURE 9. Relationship between Gender and
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In this study, data preparation stages were
carried out for handling missing values, changes of
categorical variables, detecting and handling
outliers, dataset distribution, and undersampling.

For each categorical variable, coding will be
carried out with the aim of ensuring that the variable
can be read and then processed in a model that uses
LabelEncoder. The values for the variables gender
and nutritional status are converted into numbers
according to Table 1 below.

TABLE 1. Changes variable value

Symbol Before After
Gender Man 0
‘Woman 1
Status Nutrition Normal 0
Severely Stunted 1
Stunted 2
Tall 3

Outliers are values that differ significantly
from the existing variable data set. In this study, the
outlier detection process was performed using the z-
score and the Interquartile Range (IQR) method.
These two methods were used to provide a more
comprehensive and robust approach than using
either method alone. This combination not only
improves the accuracy of outlier detection but also
provides deeper insight into the data, enabling better
analysis and more informed decision-making. The
results obtained from outlier detection are as
follows:

TABLE 2. Outlier detection results

Methods ~ Variables  Value Description

Z-score Tall body  Number of outliers 0
Outliers percentage 0.00%
Age Number of outliers 0
Outliers percentage 0.00%
IQR Tallbody  Number of outliers 38
Outliers percentage 0.03%
Age Number of outliers 0

Outliers percentage 0.00%

The dataset was divided into two subsets:
training data and testing data . The split ratio was
80% for training and 20% for testing. The split was
performed using the nutritional status variable as the
target (y). The test variables (x) in this case, namely
age, height and gender. After dividing the dataset
into training and test data, it's necessary to evenly
distribute the number of classes across nutritional
status. This distribution ensures the model can
effectively recognize each class.

In this study, modeling was carried out using
the eXtreme Gradient Boosting (XGBoost)
algorithm. The model was trained to identify data
patterns and then make accurate predictions related
with nutritional status child. The parameters used for
configuration are model is learning_rate = 0.1 which
controls the contribution of each tree, max_depth =
6 which limits the complexity of each tree,
n_estimators = 200 which determines the number of
trees to build the ensemble model, subsample = 0.8
means the model uses 80% of the data for each tree
(preventing overfitting), objective = 'multi:softprob
" which produces probabilities for each class, and
num_class which dynamically determines the
number of classes in the dataset.

Evaluation was conducted to see the
performance and accuracy of the XGBoost model.
This stage is carried out evaluation use cross
validation, confusion matrix, classification report
and feature importance. the results of cross-
validation carried out with 5 folds (k-fold), where
each fold produces a different accuracy score. The
average score (Mean CV Score) is 0.9899 and a very
low standard deviation of 0.0005 shows excellent
model performance with consistency across various
data subsets and indicates model stability with
almost the same accuracy score in each fold so that
the conclusion is that the model is not overfitting or
underfitting. The confusion matrix shows that the
model has very good performance with most of the
predictions being on the main diagonal, which
indicates predicted and actual data match. This
shows that most of the samples were classified
correctly. Classification report model for child
nutritional  status  classification demonstrated
excellent and consistent performance across all
categories. With an overall accuracy of 98%, it was
found that The model is able to classify nutritional
status with a high level of precision and recall for
each class.
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FIGURE 10. Results of confusion matrix

There are three features that are considered in
predicting nutritional status, namely age, height, and
gender. Through the feature importance of the model
used, we can see which features or variables have the
most significant influence on predicting children's
nutritional status. Based on the three features, height
has the highest importance score. The highest value,
approaching 0.47, indicates that height is the most
significant factor in predicting nutritional status.
Furthermore, age has an importance score slightly
above 0.41, indicating that age is also an important
influence, although less significant than height.
Furthermore the gender feature had the lowest
importance score, below 0.09. This indicates that
gender has a relatively small influence. Overall, this
model shows that height and age are the most
important factors in predicting nutritional status.
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FIGURE 11. Feature Importance

After the evaluation stage, an external testing
stage is carried out as a form of validation. Testing
using new data outside the existing dataset. At this
stage, external testing is performed as an additional
validation step and to assess the model's accuracy in
predicting new data.

Masukkan jenis kelamin anak (Laki-laki/Perempuan): laki-laki
Masukkan umur anak (bulan): 36
Masukkan tinggi badan anak (cm): 95

Hasil Prediksi untuk Data Baru:
Umur (bulan) Jenis Kelamin Tinggi Badan (cm) status_gizi prediksi
2] 36 laki-laki 95.8 normal

Probabilitas Prediksi:
[[9.9656@87e-81 2.3349990e-04 2.7383415e-83 4.6727760e-084]]
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Masukkan jenis kelamin anak (Laki-laki/Perempuan): laki-laki
Masukkan umur anak (bulan): 36
Masukkan tinggi badan anak (cm): 8@

Hasil Prediksi untuk Data Baru:
Umur (bulan) Jenis Kelamin Tinggi Badan (cm) status_gizi prediksi
a 36 laki-laki 80.0 severely stunted

Probabilitas Prediksi:
[[1.2@994322-85 ©.9853945e-01 1.44383492-03 4.6246775e-06]]

Masukkan jenis kelamin anak (Laki-laki/Perempuan): laki-laki
Masukkan umur anak (bulan): 36
Masukkan tinggi badan anak (cm): 85

Hasil Prediksi untuk Data Baru:
Umur (bulan) Jenis Kelamin Tinggi Badan (cm) status gizi prediksi
e 36 laki-laki 85.8 stunted

Probabilitas Prediksi:
[[5.8882268e-83 1.3537772e-81 8.5799432e-81 7.3975121e-04]]

Masukkan jenis kelamin anak (Laki-laki/Perempuan): laki-laki
Masukkan umur anak (bulan): 36
Masukkan tinggi badan anak (cm): 11@

Hasil Prediksi untuk Data Baru:
Umur (bulan) Jenis Kelamin Tinggi Badan (cm) status_gizi prediksi
a 36 laki-laki 116.0 tinggi

Probabilitas Prediksi:
[[9.7432584e-03 3.4720415e-05 4.290931@e-86 9.9021775e-01]]

FIGURE 12. Testing results

Based on the results of external testing, it is
known that the model successfully determined the
nutritional status for each data provided.

Previous studies related to stunting risk
prediction generally used basic machine learning
algorithms such as Logistic Regression, Decision
Tree, Naive Bayes, and Random Forest. Some
studies used logistic regression to model stunting,
but this approach is only capable of binary
classification and does not provide a comprehensive
analysis of the contribution of each feature to the
prediction results [17]. In addition, most previous
studies only focused on identifying determinants of
stunting, not on developing multi-class prediction
models for four categories of nutritional status
[8][15]. Compared with traditional models such as
logistic regression, the XGBoost algorithm has been
shown to be superior for tabular health data due to
its ability to handle complex feature interactions,
overcome missing patterns, and produce higher
prediction accuracy and stability [11].

The results of the study showed that the
XGBoost model was able to achieve an accuracy of
98%, which is a significant improvement compared
to previous studies which generally only ranged
from 80-90% with algorithms such as Decision
Tree, SVM, or Random Forest [8][15][9]. In the
context of stunting prediction, applying the binary
logistic regression method that only separates two
categories (stunting vs. non-stunting) produces
lower performance than XGBoost [17]. This study
successfully predicted four categories of nutritional
status with high precision and recall across all
classes, as shown by the results of the classification
report and confusion matrix. Model stability was
also confirmed through k-fold cross-validation with
amean CV value 0of 0.9899 and SD 0.0005, which is
much better than previous studies which generally
do not apply layered validation and tend to be
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susceptible to overfitting. External validation using
new data further strengthens the consistency of
model performance, an approach that is still rarely
used in machine learning studies related to stunting.
Furthermore, feature importance analysis revealed
that height was the most dominant predictor,
followed by age, while gender had a relatively small
contribution. These findings align with global
epidemiological studies, such as those conducted by
UNICEF-WHO.

IV.CONCLUSION

This study successfully developed a
predictive model for assessing the risk of stunting in
children using the XGBoost algorithm. Based on the
evaluation results from the confusion matrix and
classification report, the XGBoost model
demonstrated an effectiveness of 98% in predicting
the nutritional status of children under five. The
variable found to have the most significant influence
on the prediction of nutritional status was height.
Future studies are recommended to conduct further
validation of the model using data from different
regions or time periods to ensure its generalization
capability under various conditions. Since height
proved to be the most significant predictor, it is also
suggested that future research expand the range of
input variables to include environmental,
socioeconomic, parenting, and health factors, so that
the model can produce more comprehensive results
and not rely solely on a single physical indicator.
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