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ABSTRACT To enhance agricultural processes, smart agriculture combines a variety of devices,
protocols, computing paradigms, and technologies. The cloud, edge computing, big data, and
artificial intelligence all offer tools and solutions for managing, storing, and analyzing the vast
amounts of data produced by various parts. Smart agriculture is still in its infancy and lacks several
security measures, brought in the creation of numerous networks that are vulnerable to cyberattacks.
The most well-known cyberattack is called a denial of service (DoS) attack, in which the attackers
overwhelm the network with massive amounts of data or requests, preventing the nodes from
accessing the various services that are provided in that network. Intrusion Detection Systems (IDS)
have shown to be effective defense mechanisms in the event of a cyberattack. The implementation
of conventional intrusion detection systems (IDS) approaches in Internet of Things (IoT) devices
was hindered by resource constraints, such as reduced computing capacity and low power
consumption. In this paper, we used an ensemble learning and statistical based feature selection
strategy to create a lightweight intrusion detection solution. The results show that the stacking
ensemble method is able to improve the performance of single machine learning in the classification
of anomalous events even though the computation time required is quite large compared to the
computation time of single machine learning..
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LINTRODUCTION

As technology has advanced, the Internet of
Things (IoT) has expanded rapidly. By offering and
improving connection that supports the automation
parts of various human services, IoT makes people's
life easier. IoT is used by millions of networked
devices to exchange, collect, and analyze data across
several areas [2]. Although the internet plays a
significant role in the technological field, it also
provides a new opportunity for cybercriminals [3].
There will likely be roughly 41.6 billion linked
devices in the IoT ecosystem by 2025, as stated in
[4]. Problems with cybersecurity are on the rise due
to the exponential growth of integrated devices.
Thus, a secure and dependable IoT infrastructure
will be achieved by improving security and

integrating innovations and artificial intelligence
technology.

The three primary components of the Internet
of Things (IoT) design are applications, networks,
and user experiences. Every operation, from sensor
use to data collection, falls under the purview of the
Perception layer, which also happens to be the most
susceptible to assaults. Attacks involving physical
force against infrastructure, sensor-equipped
systems, and other such targets are prevalent.
Wireless technologies like Wi-Fi, 3G, and 4G enable
sensor-equipped devices to communicate and
exchange data with gateways and other Internet of
Things devices at the Network layer. The Network
layer is vulnerable to many types of assaults, the
most prevalent of which include DOS, information
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theft, gateway attacks, Man in the middle, and
Distributed Denial of Service (DDoS) [5].

The Internet of Things faces a new breed of
cunning cybercriminals despite relying on the
Internet as its primary communication network.
The Internet of Things (IoT) consists of a network
of interconnected nodes that perpetually exchange
information and process data using various network
protocols. The vulnerability of these protocols to
exploitation considerably endangers the
confidentiality of the sent data [6].

In order to identify and thwart these kinds of
assaults, researchers have created and uncovered
new security methods that rely on Al technologies
like ML. Big data settings are no match for ML,
unlike firewalls and conventional detection methods
[7]. Moreover, machine learning is a recognized
approach for tackling attack detection and
categorization issues. Machine learning may be
regarded as the most appropriate approach to protect
and stabilize Internet of Things network traffic [8].
Machine learning encompasses various techniques,
including regression and classification [9]. With its
arsenal of supervised, unsupervised, and
reinforcement approaches and algorithms, ML not
only identifies and prevents new attacks, but also
offers a suitable strategy to secure IoT networks
[10].

Prevention methods, such intrusion detection
systems (IDS), are among the newest machine
learning approaches. Detecting and reporting on
typical or unusual traffic message behavior is the
primary role of an intrusion detection system (IDS)
[2]. Furthermore, because IoT devices depend on
wireless communication protocols, they are
susceptible to attacks [11]. Assaults on IoT systems
impact all elements of an IoT network, in contrast to
local networks, where assaults target specific nodes
[12]. Furthermore, the reliability and efficiency of
many machine learning algorithms for constructing
dynamic intrusion detection systems remain
ambiguous. IoT Intrusion Detection Systems have
been the subject of considerable investigation,
employing numerous machine learning and deep
learning methodologies across diverse datasets to
assess their effectiveness [13]. An efficient system
to prevent attacks on the Internet of Things (IoT)
requires time, thus thinking about ways to create and
train the system faster is crucial. One way to achieve
this is to make the intrusion detection system use
less computing power.

The ML model scenario currently exhibits
inaccuracies and unsatisfactory results. To address
this issue, the ensemble method is implemented, as
it is crucial to integrate multiple approaches to
mitigate instability [1]. The primary objective of this
ensemble is to enhance efficiency through the
integration of multiple fundamental machine
learning classifiers. When the performance of the
machine learning classifier is deemed inadequate,
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the ensemble approach is employed to amalgamate
weak classifiers, thereby constructing a robust
prediction model and enhancing performance [14].
Ensemble learning has been utilized across several
datasets and is frequently employed to develop
intrusion detection methodologies [14].

This research intends to implement ensemble
learning in the intrusion detection system of the
Internet of Things network. Ensemble learning
combines several classifiers to obtain a higher level
of accuracy. The combination of several classifiers
will cause higher computation time, therefore filter-
based feature selection is applied to select attributes
that have a low correlation level to the classification
class. The dataset used in this study is a public
dataset. The filter-based feature selection used in
this study is Chi-Square. Chi-square (X?) feature
selection is a statistical technique used primarily in
machine learning and data mining to evaluate the
dependence between categorical features and a
target variable. The goal is to select the most
relevant features, reducing dimensionality and
improving the model's performance by eliminating
irrelevant or redundant information.

ILMETHOD

Stacking ensemble is a technique in machine
learning that focuses on integrating various
algorithms to enhance their overall performance.
This method integrates various machine learning
algorithms as foundational learners, enhancing
overall generalization. The meta learner identifies
the optimal approach for managing the predictions
generated by the base learners. The foundational
models are developed utilizing the initial training
dataset. This study employs decision tree, support
vector machine (SVM), and naive bayes as base
learners, with logistic regression (LR) serving as the
meta learner for classification based on the
predictions of the base learners, as illustrated in
Figure 1.

The objective of the base learners is to
produce the initial prediction and create a new
dataset derived from the existing dataset. The
objective of the meta learner is to derive the final
prediction by utilizing the outputs generated by the
base learners. The pseudocode for the stacked
ensemble utilizing K-cross validation is outlined in
Algorithm 1. The performance of the stacked
ensemble algorithm is comparable to that of its
constituent algorithms. The Decision Tree method
takes into account the underlying structure present
in the training data. The training samples are
categorized into multiple groups, and each sample
undergoes verification following the calculation of
the most prevalent separation variables, utilizing
specific metrics like information gain value, Gini
index, and entropy metric. Furthermore, methods
based on Decision Trees demonstrate a minimum of
three distinct advantages. The Decision Tree model
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is straightforward and relatively simple to
implement. Secondly, the Decision Tree-based
learning model places minimal emphasis on the
sample preparation process, as it can be deemed
unnecessary and time-consuming to a certain
degree. The primary explanation for this
phenomenon is that the Decision Tree-based model
considers sample attributes as equally important
learning bases, enabling it to manage relatively large
data scales effectively. The verification process for
assessing the effectiveness and robustness of the
Decision Tree model can be conducted with ease
[15].

SVM is a supervised classification algorithm
commonly employed to address challenges across
diverse domains, such as intrusion detection. The
primary benefit of SVM lies in its capacity for
generalization, particularly when dealing with high-
dimensional datasets. Furthermore, SVM
demonstrates the capability to manage high-
dimensional datasets while maintaining low
computational demands.[16]. The stacked ensemble
method is recognized for its significant
computational demands if not handled with
expertise.

feature
reprocessing —»|
M prep 9 selection

A

reduced dataset

v A

Support Vector

Decision Tree Machine

k-NN

A
| Logistic Regression l

A
|Performance metric: Accuracy, F1-Score, Precision Recan|

Figure 1 Proposed model.

Figure 1 show the step used in this study. The
figure represents a comprehensive machine learning
pipeline that begins with a dataset containing raw
input data. This data first undergoes preprocessing
to prepare it for analysis, which may involve tasks
such as data cleaning, normalization, and encoding.
Following preprocessing, feature selection is applied
to identify and retain the most relevant features,
thereby reducing the dimensionality of the dataset
and potentially improving the efficiency and
accuracy of subsequent models. The resulting
reduced dataset is then used to train three different
classification models: Decision Tree, Support
Vector Machine (SVM), and k-Nearest Neighbors

(k-NN). These models operate in parallel, each
independently analyzing the refined data. The
outputs of these models are then integrated into a
Logistic Regression model, suggesting a stacking
ensemble approach where Logistic Regression acts
as a meta-classifier to combine the strengths of the
individual models. Finally, the performance of the
overall system is evaluated using standard metrics
such as Accuracy, F1-Score, Precision, and Recall,
providing a well-rounded assessment of the model’s
effectiveness in making accurate predictions.

Feature selection is a crucial step in machine
learning and data mining, aimed at reducing the
dimensionality of data by selecting the most relevant
features for model building. One of the widely used
methods for feature selection in classification
problems is the Chi-Square (y?) test. This statistical
test assesses the independence between categorical
features and the target variable. It helps in
identifying features that have a strong relationship
with the class labels, allowing models to focus on
significant variables and improving performance.

The Chi-square test is a hypothesis testing
method that measures the discrepancy between the
observed and expected frequencies of categorical
variables. The null hypothesis for the test is that the
feature is independent of the target class. If the null
hypothesis is rejected (i.e., the feature is dependent
on the target variable), the feature is considered
important for classification. Mathematically, the
Chi-square statistic is computed as:

¢ =)0 - EVE) )

where:
e (; is the observed frequency.

e [E; is the expected frequency.
Start
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Figure 2. Chi-square step
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The Figure 2 show chi-square step used in this study.
The Chi-square (y*) feature selection flowchart begins
with data collection, where the relevant dataset is
gathered. Next, an observed frequency table is created to
record the actual occurrences of each feature relative to
different classes. Expected frequencies are then calculated
based on the assumption of independence between
features and classes. Following this, the Chi-square (%)
statistic is computed to quantify the difference between
observed and expected frequencies. The significance of
these Chi-square values is evaluated to determine the
strength of association between each feature and the target
variable. Features are subsequently ranked based on their
Chi-square scores, and the top-ranking features, deemed
most informative, are selected. These selected features are
then utilized in building and improving predictive models,
concluding the Chi-square feature selection process.

Accuracy metrics are essential for evaluating
the performance of a model. Conversely, its
application is limited to scenarios involving evenly
distributed data. The calculation involves
determining the ratio of accurately predicted events
to the overall test sample size. The equation can be
mathematically represented in the following
manner:

Accuracy = S L — 2)
TP+TN+FP+FN

where:

TP = True Positive

TN = True Negative

FP = False Positive

FN = False Negative

The subsequent assessment involves the precision
parameter, which refers to the percentage of
predictions deemed accurate that indeed prove to be
correct. The ratio of accurately identified positive
samples (TP) in relation to the incorrectly classified
positive samples (which are still labeled as positive).
The equation can be mathematically represented in

the following manner:
TP

TP+FP 3)
Next is recall, which refers to the proportion of

positive samples that have been accurately
categorized and identified. The equation is as
follows:

Precission =

TP
FN+TP (4)

The F1 score, which typically ranges from 1.0 to 0.0,
serves as a metric to assess the harmonic mean of
precision and recall. The F-1 score improves with
higher levels of accuracy and precision. The
equation is as follows:

Precission*Recall

FlScore =2 ——— (5)

Precission+Recall

Recall =

III.LRESULT AND DISCUSSION

This study aims to apply the stacking ensemble
method to detect anomalies in the intrusion detection
system. The dataset used in this study is Edge
Industrial Internet of Things Dataset [17] that can be
accessed publicly from IEEE Dataport website.
Compared with the older dataset like N-BaloT and
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Bot-IoT, this dataset more comprehensive and
newer. The dataset consists of 61 attributes and 1
class. Attributes in network intrusion detection was
shown in Table 1.

Table 1 Attributes in network intrusion detection
dataset.

Number | Attribute Type

1 frame.time continuous
2 ip.src_host categorical
3 ip.dst_host categorical
4 arp.dst.proto_ipv4 categorical
5 arp.opcode categorical
6 arp.hw.size continuous
7 arp.src.proto_ipv4 categorical
8 icmp.checksum categorical
9 icmp.seq_le continuous
10 icmp.transmit_timestamp continuous
11 icmp.unused categorical
12 http.file_data continuous
13 http.content_length continuous
14 http.request.uri.query categorical
15 http.request.method categorical
16 http.referer categorical
17 http.request.full_uri categorical
18 http.request.version categorical
19 http.response categorical
20 http.tls_port categorical
21 tep.ack categorical
22 tep.ack_raw categorical
23 tep.checksum categorical
24 tcp.connection.fin categorical
25 tep.connection.rst categorical
26 tep.connection.syn categorical
27 tcp.connection.synack categorical
28 tep.dstport categorical
29 tep.flags categorical
30 tep.flags.ack categorical
31 tep.len continuous
32 tep.options categorical
33 tep.payload continuous
34 tep.seq categorical
35 tep.sreport categorical
36 udp.port categorical
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Number | Attribute Type

37 udp.stream categorical
38 udp.time_delta categorical
39 dns.qry.name categorical
40 dns.qry.name.len categorical
41 dns.qry.qu categorical
42 dns.qry.type categorical
43 dns.retransmission categorical
44 dns.retransmit_request categorical
45 dns.retransmit_request_in categorical
46 mgqtt.conack.flags categorical
47 mqtt.conflag.cleansess categorical
48 mqtt.conflags categorical
49 mqtt.hdrflags categorical
50 mgqtt.len continuous
51 mqtt.msg_decoded_as categorical
52 mqtt.msg categorical
53 mqtt.msgtype categorical
54 mgqtt.proto_len continuous
55 mqtt.protoname categorical
56 mqtt.topic categorical
57 mgqtt.topic_len categorical
58 mqtt.ver categorical
59 mbtcp.len continuous
60 mbtep.trans_id categorical
61 mbtcp.unit_id categorical
62 Attack_label categorical

The machine learning used in this study is the
decision tree, Support Vector Machine (SVM), K-
Nearest Neighbors (KNN) and stacking ensemble
method. The selection of the ensemble stacking
method is based on the fact that this method is able
to improve machine performance. The stacking
ensemble method consists of two stages, namely the
base learner and the meta learner. The base learner
uses the decision tree, SVM and KNN algorithms,
while the meta learner uses logistic regression. The
stacking ensemble method shown in Figure 2.

StackingClassifier

decision_tree svm knn
+ DecisionTreeClassifier v SVC * KNeighborsClassifier

DecisionTreeClassifier()
L

final_estimator
* LogisticRegression

LogisticRegression()

Figure 3 Staking ensemble method.

SVC(probability=True) KNeighborsClassifier()
1 y

The classification began with preprocessing
followed by applying single classifier. The dataset
divides into two parts, namely training and testing
data. Training data consist of 80% dataset and
testing data consist of 20% dataset. The performance
of machine learning in classifying anomalous events
in the intrusion detection system before applying
feature selection is shown in Table 2.

Table 2 Machine learning performance before
feature selection using chi square.

Algorithm
Parameter iai ;
SVM Decisio KNN Stacking
n Tree Ensemble
97.34 99.22
Accuracy % 97.78% % 99.59%
Precision 0.97 0.97 0.99 1,00
Recall 0.97 0.98 0.99 1,00
F1 Score 0.97 0.98 0.99 1,00
Computatio | 4 o4 | 00285 | 0.008s | 118
n Time

Feature selection is applied to the dataset to
increase the speed of computation time without
experiencing a significant decrease in accuracy. The
feature selection used in this study is a statistical-
based feature selection, namely chi square. To
perform feature selection, chi square will calculate
the correlation between attributes and classes, in this
case consisting of 61 attributes and 2 class. Based on
the results of the calculation of attribute correlation
to class using the chi square formula, 9 attributes
were obtained that had a correlation to the class
above or equal 0.5. The greater the correlation value,
the more important the attribute is in determining the
class. The nine attributes are frame.time,
tcp.options, tep.ack.raw, udp.stream,
icmp.checksum, icmp.seq_le, tep.ack,
tep.checksum, and tcp.payload. Furthermore, the
dataset that has been applied to feature selection is
applied to machine learning. The performance of
machine learning after applying feature selection is
shown in Table 3.

Table 3 Machine learning performance after feature
selection using chi square

Algorithm
Parameter SUM Decision KNN Stacking
Tree Ensemble

Accuracy |94.34% 196.76% ]99.11%]99.35%

Precision |0.93 0.97 0.99 0.99

Recall 0.95 0.96 0.99 10.99

F1 Score [0.94 0.96 0.99 10.99

Computati

. 1.62s 0.018 0.025
on Time

Based on the research results shown in table
1 and table 2, it shows that the application of the
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stacking ensemble method can improve the
performance of single machine learning, both
decision trees, SVM and KNN. Based on Tables 1
and 2, it is obtained that stacking ensemble learning
has the best performance in classifying anomalous
events in the intrusion detection system. However,
the time required for the stacking ensemble method
to perform training is the largest compared to single
machine learning. However, Table 2 shows that the
application of feature selection using the chi square
statistical method can increase the speed of
computation time in stacking ensemble learning by
14%.

The study [1] introduces the creation of an
intelligent intrusion detection system (IDS) utilizing
deep learning, specifically aimed at tackling the
escalating security issues in Internet of Things (IoT)
networks. As IoT devices grow more networked,
they simultaneously become more susceptible to
cyber threats, which traditional security systems,
particularly those dependent on rule- or signature-
based detection, find challenging to manage,
especially in resource-limited contexts. The authors
offer an Integrated Intrusion Detection (IID) system
that functions independently of particular network
protocols and does not necessitate prior knowledge
of network traffic signatures or patterns. The
proposed Intrusion Detection System (IDS) consists
of three primary phases: a network connection phase
for interpreting communication protocols, an
anomaly detection phase utilizing a deep neural
network (DNN) model to classify traffic based on
features such as transmission rates, IP addresses, and
packet ratios, and a mitigation phase to address
identified attacks. The DNN is trained on both
benign and malicious traffic and is perpetually
enhanced through a feedback loop. The system was
assessed through simulated networks and actual loT
testbeds (e.g., Raspberry Pi and TI sensor tags) and
juxtaposed with established methodologies such as
inverse weight clustering. Experimental findings
indicate enhanced precision, recall, and F1-scores in
the detection of diverse assaults, such as blackhole,
sinkhole, DDoS, wormhole, and opportunistic
service attacks. The results validate the practicality
and efficacy of deep-learning-based Intrusion
Detection Systems for the Internet of Things, even
on low-power devices, and indicate the need for
future research in identifying more sophisticated
assaults and improving adaptability to new threats
like zero-day exploits.

This study outlines a versatile machine
learning pipeline encompassing data preparation,
feature selection, and classification through
conventional techniques, including Decision Tree,
Support Vector Machine (SVM), and k-Nearest
Neighbors (k-NN). The outputs of these classifiers
are subsequently integrated by Logistic Regression,
and the entire performance is assessed using
standard metrics such as accuracy, precision, recall,
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and Fl-score. This methodology is modular and
suitable for various classification issues in structured
datasets, however it lacks domain-specific expertise.
Conversely, the study [1] concentrates only on
cybersecurity within IoT networks. It presents an
intelligent Intrusion Detection System (IDS) built
using a deep neural network (DNN) trained on
custom features extracted from network traffic. The
system functions autonomously from network
protocols, adjusts to emerging risks via a feedback
mechanism, and is tailored for implementation on
resource-constrained IoT devices. The flowchart-
based approach prioritizes simplicity and traditional
methodologies, whereas the research article presents
a more sophisticated, scalable, and domain-specific
solution  designed for real-time anomaly
identification in the IoT context. The primary
distinction resides in the complexity and adaptability
of the models—while the flowchart depicts a
conventional static model, the article illustrates a
dynamic, deep-learning architecture adept at
addressing  growing  security concerns  in
contemporary [oT systems.

According to [17] Random Forest (RF),
Support Vector Machine (SVM), k-Nearest
Neighbours (k-NN) and Deep Neural Network
(DNN) obtained highest accuracy which achieved
99,99% for binary classification. The feature
selection method used wrapped method Random
Forest. ~ The study addresses increased security
challenges arising from IoT networks' high
vulnerability to web attacks, mainly due to the
extensive variety and large number of devices
compared to traditional computer networks. The
authors present a system named EDL-WADS, which
comprises four principal modules: feature learning,
which converts URL requests into anomaly vectors
utilizing methods such as CBOW and TF-IDF; deep
learning models including Multi-Resolution
Network (MRN), Long Short-Term Memory
(LSTM), and Convolutional Neural Network (CNN)
for feature extraction; a comprehensive decision
module that integrates outputs from the three models
through an ensemble classifier based on multilayer
perceptron; and a fine-tuning and updating module
designed to continuously mitigate emerging web
threats. Evaluations conducted with the publicly
available CSIC 2010 dataset and real-world data
demonstrate high performance of the proposed
system in detecting SQL injection and Cross-site
scripting (XSS) attacks, showing low false-positive
and false-negative rates. Additional research is
recommended to enhance detection capabilities for
various attack types and to optimize the
effectiveness of the CNN model. The results of this
study are slightly below which achieved 99,59%
even though it uses a different feature selection
method, namely the filter method using chi square.

IV.CONCLUSION
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The application of the stacking ensemble method
is able to improve the performance of single
machine learning in the classification of anomalous
events even though the computation time required is
quite large compared to the computation time of
single machine learning. The application of
statistical-based feature selection using chi square is
able to increase the computation speed of the
stacking ensemble method. Although the deep-
learning-based intrusion detection system proposed
in saome reserach offers a more robust and adaptive
solution specifically designed for the dynamic and
resource-constrained landscape of IoT networks,
this research is more suited for general-purpose
applications with structured datasets and stable
environments. Future research should focus on
enhancing the current intrusion detection framework
by expanding its ability to detect a broader spectrum
of IoT-specific attacks, including device ID
spoofing, Sybil attacks, and RPL-based routing
misbehaviors. To improve scalability and privacy,
developing a distributed or federated learning-based
IDS would allow multiple devices to collaboratively
train detection models without exchanging sensitive
data.
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