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ABSTRACT Assessing the purity of Luwak Coffee is a complex challenge due to its unique 

production and limited availability, as visual inspection is unreliable. This study explores the use 

of image processing and feature selection to classify Luwak Coffee purity by analyzing 11 color 

features including RGB, HSV, HSL, and Lab color spaces. Two classification methods k-Nearest 

Neighbors (k-NN) and Random Forest (RF) were optimized using six Bio-Inspired Algorithms 

(Differential Evolution, Firefly Algorithm, Flower Pollination Algorithm, Harris Hawk 

Algorithm, Jaya Algorithm, and Particle Swarm Optimization) to identify the most important 

features for classifying the purity of Luwak Coffee. The results revealed that feature selection 

significantly improved accuracy, with the Jaya Algorithm paired with k-NN achieving the highest 

accuracy (0.918) using only three features (R_Mean, B_Mean, and H_Mean). For RF, the Flower 

Pollination Algorithm yielded the best performance (0.899) with three features. The study 

demonstrates a classification method coupled with Bio-Inspired Algorithms for classifying Luwak 

Coffee purity providing high accuracy as a non-destructive method. These findings contribute to 

the development of reliable tools for classifying purity of Luwak Coffee 
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I. INTRODUCTION  

Purity is recognized as a key quality 

parameter of Luwak Coffee due to its unique 

production process and limited availability. 

However, the high market value and scarcity of 

authentic Luwak Coffee have led to widespread 

adulteration, where regular coffee beans are mixed 

with regular coffee. Currently, coffee farmers and 

traders rely on traditional methods, such as visual 

inspection and manual sorting, to assess the quality 

of Luwak Coffee. However, these methods are still 

highly subjective and inaccurate, as the visual traits 

that distinguish adulterated coffee beans cannot be 

seen by humans. In addition, destructive testing and 

chemical procedures, are laborious, expensive, and 

inefficient for local traders, small-scale farmers, 

and even larger manufacturers. Therefore, 

determining the accuracy of Luwak Coffee poses a 

significant challenge in designing a quick and 

inexpensive tool to classify its purity. 

One approach that can overcome this 

challenge is to use image processing that can 

distinguish between Luwak Coffee and regular 

coffee. Image processing techniques are capable of 

extracting various color features according to the 

color space ranging from Red, Green, Blue (RGB); 

Hue, Saturation, Value (HSV); Hue, Saturation, 

Lightness (HSL). These color features have been 

successfully used in classifying the ripeness of 

Citrus limon L. [1], predicting total dissolved solids 

and pH of strawberries [2], and classifying fruit 

ripeness [3]. However, not all of these color 

features are relevant in determining the purity of 

Luwak Coffee [4]. Some features may have a 

strong correlation with purity, while other features 

are irrelevant and cause noise in the classification 

process.  

To solve this problem, feature selection 

plays a crucial role in identifying the most relevant 

color features that have a strong relationship with 

the purity of Luwak Coffee. One of the feature 

selection methods that can be utilized is the 

wrapper method. The wrapper method 

comprehensively searches for the best combination 

of feature subsets. This is accomplished by using 

an optimized classification method with a learning 
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algorithm to find the best features [5]. Common 

classification methods that can be employed 

include k-Nearest Neighbors (k-NN) [6], [7] and 

Random Forest (RF) [8]. Furthermore, the learning 

algorithm for optimization of wrapper methods can 

be conducted using bio-inspired algorithms, such as 

Different Evolution (DE), Firefly Algorithm (FA), 

Flower Pollination Algorithm (FPA), Harris Hawk 

Optimization (HHO), Jaya Algorithm (JA), and 

Particle Swarm Optimization (PSO). These 

algorithms are known for their efficiency in solving 

complex optimization problems and can help 

identify the optimal subset of features for accurate 

classification. Previous study [5] successfully 

developed a machine vision system using color and 

texture features for classifying Luwak Coffee 

purity using wrapper feature selection and classic 

machine learning algorithm including k-NN, RF 

and SVM. While, in this study focuses primarily on 

color features (RGB, HSV, HSL, Lab) to assess 

whether texture analysis is truly necessary for 

accurate purity classification. The system would 

become computationally lighter and reliable for 

real time applications. This is particularly 

important for build rapid and low cost tools rather 

than complex texture feature models. In addition, 

this study also explores other bio-inspired 

algorithm. The k-NN and RF classifiers were used 

in this study due to their reliability in classification 

problems. Currently, there is no study that used this 

sixth learning algorithm for classify purity of 

Luwak Coffee. In addition, there is previous 

research has explored the use of multiple learning 

algorithm for color feature selection. Through the 

use of bio-inspired learning algorithms and 

classification techniques, this study seeks to 

determine the most effective color features for 

classifying the purity of Luwak Coffee in order to 

increase the accuracy of the model. The findings of 

this study are expected to contribute to the 

development of reliable tools for detecting the 

purity of Luwak Coffee, supporting its authenticity. 

 

II. METHOD  

This study used Longan Arabica Luwak 

Coffee and regular Arabica coffee, both varieties of 

green beans that were purchased from PT. 

Perkebunan Nusantara XII in Banyuwangi, 

Indonesia. Wet processing was used to processed 

the standard green beans. The four purity levels 

depicted in Figure 1 were extremely low (0–25%), 

low (25–50%), medium (50–75%), and high (75–

100%). A total of 160 green beans were used for 

each mixture. The analysis tools included a custom-

built Visual Basic 6.0 program for color and texture 

analysis, and Python 3.11.5 with Visual Studio 

Code for feature selection. A computer with an 

Intel Core i7-1165G7 2.80 GHz processor and 8 

GB of RAM was used for the experiments [5]. 

  
(a) (b) 

  
(c) (d) 

FIGURE 1.  Luwak Coffee Samples at several level of 

Purity (a) very low (0-25%), (b) low (25-50%), (c) 

medium (50-75%), and (d) high (75-100%) 

The research focused on classifying the 

purity of Luwak Coffee through a five-step 

process: image acquisition, feature extraction, 

feature selection, model design, and 

evaluation. The input data consisted of co-

occurrence matrices generated from feature 

extraction, which included color features, texture 

features, and a combination of both.  

1. Image Acquisition 

Images of the green beans were captured using 

a Nikon Coolpix A10 digital camera (16 

megapixels). The camera was placed 20 cm 

above a tray with an area of 256 cm², and 

consistent lighting to reduce variations in color 

analysis. Prior to analysis, the images were 

cropped to focus solely on the green beans, 

resulting in a dataset of 528 images. 

2. Feature Extraction 

This step involved identifying unique 

characteristics from the image data to 

differentiate between samples. In the field of 

computer vision, an image sample is converted 

into a grid of pixels, where each pixel 

represents a point in three-dimensional color 

space defined by intensity values of the three 

fundamental colors: red, green, and blue (RGB 

color model). This RGB representation serves 

as the primary color space in digital imaging, 

where each color channel typically ranges from 

0 to 255, creating a comprehensive color gamut 

suitable for digital analysis. The hue-saturation-

value (HSV) and hue-saturation-lightness 

(HSL) color spaces were derived from the RGB 

color space using Equations (1) to (5). In this 

study, the output of feature extraction consisted 

of eleven color features: R_Mean, G_Mean, 
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B_Mean, H_Mean, S_HSL_Mean, 

S_HSV_Mean, L_Mean, V_Mean, 

Lab_L_Mean, Lab_a_Mean, and Lab_b_Mean, 

which were kept in files in the CSV 

format. These features facilitated the 

differentiation of green beans based on their 

visual properties. 
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3. Sensitivity Analysis 

This study conducted sensitivity analysis to 

evaluate the optimal classification accuracy 

for determining Luwak Coffee purity. The 

classification methods implemented were k-

NN and RF optimized using bio-inspired 

algorithms (DE, FA, FPA, HHO, JA, PSO). 

Sensitivity analysis systematically evaluates 

the performance variation by modifying the 

hyperparameters of the learning algorithm and 

classification method. The methodological 

framework for the classification model and 

optimization algorithm is detailed as follows: 

A. Model Design 

a. K-Nearest Neighbor (k-NN) 

The k-Nearest Neighbors (k-NN) algorithm 

represents a fundamental supervised 

learning approach that is widely adopted in 

classification tasks. The underlying 

principle of the k-NN methodology is to 

predict the class label of an unclassified data 

point through majority voting, where the 

prediction is determined by the most 

dominant class among the k nearest training 

examples in the feature space. The 

parameter k indicates the number of nearest 

neighbors evaluated during the classification 

process. This study implements k values of 

1, 3, 5, 7, and 9, based on [9].  

b. Random Forest (RF) 

Random Forest is an ensemble-based 

supervised learning algorithm distinguished 

by its computational robustness and 

predictive accuracy. An important 

hyperparameter in Random Forest 

optimization is the number of decision trees 

(ntree) in the ensemble. To determine the 

optimal configuration to maximize 

classification accuracy, this study 

systematically evaluated ntree values of 100, 

200, 500, and 1000 [5]. 

B. Learning Algorithm 

a. Differential Evolution (DE) 

The DE introduced by Storn and Price 

(1997), represents a powerful metaheuristic 

optimization algorithm [10]. This 

methodology has emerged as a predominant 

approach for addressing global optimization 

challenges [11]. DE operates within the 

framework of evolutionary algorithms, 

employing biologically-inspired operators 

including mutation, crossover, and selection 

[10], [12].  

b. Firefly Algorithm (FA) 

The FA represents a nature-inspired 

metaheuristic optimization methodology 

that emulates the bioluminescent 

communication patterns of fireflies [13]. 

There are about two thousand firefly 

species, and most fireflies produce short and 

rhythmic flashes that are used as a 

communication means between the fireflies. 

Consequently, the primary objective of a 

firefly’s flash is to attract other fireflies [14], 

[15].  

c. Flower Pollination Algorithm (FPA) 

The FPA introduced by Yang in 2012, 

represents a bio-inspired metaheuristic 

optimization methodology that emulates the 

biological pollination mechanisms observed 

in flowering plants [16]. The optimization 

process begins with a population of 

randomized solutions, utilizing an adaptive 

switching mechanism to alternate between 

local and global pollination operators. By 

systematically integrating the exploitation 

phase (local pollination) with the 

exploration phase (global pollination), the 

algorithm iteratively refines candidate 

solutions [17]. The optimization procedure 

continues until predetermined convergence 

criteria are satisfied, facilitating effective 

solution optimization across various 

problem domains.  

d. Harris Hawk Optimization (HHO) 

The HHO is a modern,population-based 

metaheuristic algorithm inspired by the 

natural hunting behaviors of Harris' hawks. 

Developed by Heidari et al. in 2019, this 

gradient-free optimization method mimics 

various predation strategies observed in 

nature, including tracking, flanking, and 

surprise attacks on prey. Similar to other 

nature-inspired algorithms, HHO operates 

through two fundamental phases: 

exploration and exploitation. The algorithm 
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mimics the cooperative hunting techniques 

of these birds of prey, where multiple hawks 

work together to capture their target. This 

innovative approach provides an effective 

optimization framework without the need 

for gradient information [18]. 

e. Jaya Algorithm (JA) 

The JA is a contemporary metaheuristic 

method developed by Rao [19] to address 

both constrained and unconstrained 

optimization problems. As a population-

based approach, it takes inspiration from the 

natural principle of “survival of the fittest”, 

which guides solutions in the population to 

converge towards the best performing 

option while avoiding the worst. Essentially, 

the algorithm's search mechanism seeks to 

progress towards the optimal solution by 

approaching success and avoid failure by 

staying away from poorly performing 

alternatives. Among its main benefits, JA is 

very easy to implement and requires no 

special parameters.  

e. Particle Swarm Optimization (PSO) 

The PSO is a highly effective optimization 

method known for several key advantages. 

First, its implementation is very simple and 

requires minimal coding effort, so it can be 

used for a wide variety of applications. 

Additionally, PSO operates with only three 

adjustable parameters—inertia weight, 

cognitive coefficient, and social 

coefficient—offering an optimal balance 

between simplicity and controllability [20].  

 

4. Evaluation 

The primary evaluation metric employed in this 

study is accuracy, calculated based on the 

confusion matrix. Accuracy, recognized as the most 

straightforward performance measure, is defined as 

the proportion of correctly classified instances to 

the total number of instances evaluated, as 

computed using Equation 6.  

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁 + 𝑇𝑁
 (6) 

 

where : 

1. True Positive (TP) – prediction and actual 

both are yes 

2. True Negatives (TN) – prediction is no and 

actual is yes 

3. False Positives (FP) – prediction is yes and 

actual is no 

4. False Negatives (FN) – prediction is no and 

actual is no. 

The optimal model is determined based on 

two key factors: accuracy and the number of 

selected features. A higher accuracy signifies 

improved model performance, as it represents a 

larger ratio of correctly classified objects. 

Furthermore, the number of selected features is also 

considered important, as fewer features facilitate 

the development of automated systems or tools for 

detecting Luwak Coffee purity. 

 

III. RESULT AND DISCUSSION 

The image processing feature extraction 

process resulted in a total of 11 distinct color 

features, namely R_Mean, G_Mean, B_Mean, 

H_Mean, S_HSL_Mean, S_HSV_Mean, L_Mean, 

V_Mean, Lab_L_Mean, Lab_a_Mean, and 

Lab_b_Mean. The study assessed feature selection 

using two modeling approaches: k-NN and RF 

enhanced by six optimization algorithms: DE, FA, 

FPA, HHO, JA, and PSO. The results of this 

feature selection process, employing the k-NN 

method in conjunction with the six optimization 

algorithms, are presented in Table 1. 

TABLE 1. Color Feature Selection Using k-NN   

Learning 

Algorithm 
k-Value 

Number of 

Selected 

Features 

Accuracy 

All Feature 

1 - 0.764 

3 - 0.811 
5 - 0.772 

7 - 0.641 

9 - 0.741 

Differential 

Evolution 

1 3 0.890 

3 4 0.918 

5 3 0.843 
7 3 0.899 

9 5 0.868 

Firefly 

Algorithm 

1 5 0.899 

3 5 0.912 

5 3 0.881 
7 7 0.893 

9 5 0.912 

Flower 

Pollination 

Algorithm 

1 5 0.918 
3 7 0.912 

5 5 0.893 

7 6 0.906 
9 4 0.843 

Harris Hawk 

Optimization 

1 3 0.893 

3 4 0.912 
5 6 0.868 

7 4 0.874 

9 3 0.849 

Jaya 

Algorithm 

1 4 0.893 

3 3 0.887 

5 5 0.899 
7 5 0.906 

9 3 0.918 

Particle 
Swarm 

Optimization 

1 4 0.868 

3 5 0.912 

5 5 0.906 

7 4 0.887 

9 4 0.868 

 

Table 1 presents the performance of various 

learning presents the performance of various 

learning algorithms in feature selection, 

highlighting the relationship between the number of 

selected features and classification accuracy. 

Feature selection enhances the accuracy of the k-

NN classifier compared to using all features, with a 

peak accuracy of 0.918 achieved by DE (k-value = 
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3, 4 selected features), the FPA (k-value = 1, 5 

selected features), and the JA (k-value = 9, 3 

selected features). This strategy aims to minimize 

the features, so the optimal model selection is 

based on the number of features and accuracy [5], 

[21]. For example, the JA achieves the best 

performance with 3 features selected, while DE and 

FPA require 4 and 5 features respectively to 

achieve the same accuracy. This efficiency reduces 

computational complexity and reduces overfitting, 

improving robustness and interpretability [22], 

[23]. The optimal k-NN model for classifying the 

purity of Luwak Coffee using JA with R_Mean, 

B_Mean, and H_Mean as the selected features, due 

to its simplicity and ability to optimize the feature 

subsets without extensive parameter tuning, 

achieving optimal results with fewer function 

evaluations and showing fast convergence [19]. 

The research result [24] showed that the proposed 

feature selection approach, optimized with JA, 

effectively eliminated irrelevant and redundant 

features using Naive Bayes, k-NN, Linear 

Discriminant Analysis, and Random Tree 

classifiers. In this study, the k-NN method, coupled 

with the JA, achieves an optimal balance between 

accuracy and simplicity, making it ideal for classify 

purity of Luwak Coffee.  

FIGURE 2.  Distribution of Color Feature Frequency in 

k-NN Feature Selection 

The feature selection process using the k-

NN method across six different learning algorithms 

identified various combinations of color features to 

classify the purity of Luwak Coffee. Figure 2 

illustrates the frequency with which each color 

feature was selected across all algorithms using the 

k-NN method. H_Mean consistently selected across 

multiple algorithms, indicating its high importance 

in distinguishing the purity of Luwak Coffee. Hue 

refers to the dominant wavelength of color stimulus 

and is defined by angles [25]. Its frequent selection 

suggests that the hue component is a critical factor 

in the classification. The lightness component in 

the L*a*b (Lab_L_Mean) color space also 

appeared frequently, highlighting its relevance 

lightness variations in the coffee samples. The b 

component in the L*a*b (Lab_b_Mean) which 

represents the yellow-blue axis [26], was another 

frequently selected feature, indicating the ability of 

color space differentiating coffee samples at 

various purity levels. Figure 2 also demonstrates 

that L_Mean, S_HSL_Mean, and S_HSV_Mean 

were selected less frequently compared to other 

features. This is attributed to their limited capacity 

to capture the specific color characteristics most 

effective in distinguishing the purity of Luwak 

Coffee.  

TABLE 2. Color Feature Selection Using RF 

Learning 

Algorithm 
ntree 

Number of 

Selected 

Features 
Accuracy 

All Feature 

100 - 0.511 

200 - 0.684 

500 - 0.662 

1000 - 0.510 

Differential 

Evolution 

100 3 0.874 

200 3 0.881 

500 3 0.881 

1000 3 0.893 

Firefly 
Algorithm 

100 6 0.874 

200 5 0.862 

500 5 0.854 

1000 5 0.868 

Flower 

Pollination 
Algorithm 

100 4 0.874 

200 3 0.893 

500 4 0.887 

1000 3 0.899 

Harris Hawk 

Optimization 

100 5 0.843 

200 4 0.874 

500 3 0.881 

1000 3 0.868 

Jaya 
Algorithm 

100 2 0.562 

200 3 0.571 

500 2 0.552 

1000 2 0.642 

Particle 

Swarm 
Optimization 

100 4 0.875 

200 4 0.882 

500 3 0.861 

1000 3 0.763 

 

Table 2 presents the performance of various 

learning algorithms in selecting color features using 

RF classification. The results indicate that feature 

selection enhances the accuracy of the RF classifier 

compared to utilizing all features. The FPA 

demonstrates strong performance, particularly with 

1000 trees, achieving an accuracy of 0.899 by 

selecting B_Mean, H_Mean, and V_Mean. 

Furthermore, the adaptability of the FPA with 

varying ntree underscores its robustness in 

classifying the purity of Luwak Coffee. According 

to [27] the major advantages of the FPA are its 

flexibility and efficiency in searching for an 

optimal feature subset. When integrated with RF, 

the FPA provides an optimal balance between 

accuracy and model simplicity. Its ability to 

achieve higher performance with fewer features 

makes the FPA a preferred method for classifying 

the purity of Luwak Coffee.  

Figure 3 shows that G_Mean, H_Mean, and 

R_Mean have the highest frequency of selection, 

indicating their strong relevance to the sample. The 

analysis of feature selection across various models 

highlights G_Mean, R_Mean, and H_Mean as the 
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most frequently chosen features. G_Mean and 

R_Mean, representing the mean values of the green 

and red colors, respectively, are critical as they 

capture fundamental color information directly 

related to the visual characteristics of the sample. 

 

 
FIGURE 3.  Distribution of Color Feature Frequency in 

Random Forest Feature Selection 

H_Mean represents the mean value of the hue 

component, underscoring its importance. Figure 3 

also illustrates that Lab_L_Mean, S_HSL_Mean, 

L_Mean, and S_HSV_Mean were selected less 

frequently compared to other features. This is due 

to their limited ability to capture the specific color 

characteristics most effective in distinguishing the 

purity of Luwak Coffee.  

 

 

FIGURE 4.  Accuracy of the Optimal Model for Each 

Classifier 

Figure 4 illustrates the k-NN classifier, 

when combined with the JA, achieved the highest 

accuracy of 0.918 using only three selected features 

(R_Mean, B_Mean, and H_Mean), demonstrating 

superior feature optimization capabilities. The main 

advantages of k-NN include low time complexity 

and the ability to classify highly non-linear data at 

high speeds compared to other machine learning 

algorithms [9], [28]. Most notably, the k-NN 

optimized with the JA achieved higher accuracy 

while utilizing fewer features, indicating a more 

efficient use of discriminative color features. 

Previous studies [5] used several bio-inspired 

algorithms combined with k-NN, RF and SVM 

classifiers. The result was RF with Grey Wolf 

Optimizer (GWO) being the preferred method with 

the combination of colour and texture features 

(accuracy 0.981). Compared to the results of this 

study, it turns out that colour features are not giving 

good accuracy. Therefore, there is a need for 

further studies on the best combination of colour 

and texture features in classifying Luwak Coffee 

purity using the 6 learning algorithms that were 

used in this study. 

 

IV. CONCLUSION  
  This study shows that effective feature 
selection significantly improves the classification 
accuracy of k-NN and RF models in assessing the 
purity of Luwak Coffee. Among the six 
optimization algorithms evaluated, JA combined 
with k-NN achieving the highest accuracy of 0.918 
with three optimally selected features (R_Mean, 
B_Mean, and H_Mean). This combination 
outperformed other learning algorithm and 
classifier method. For the RF classifier, the FPA 
provided the best results, achieving an accuracy of 
0.899 with three selected features. These findings 
highlight that k-NN optimized with the JA is 
compatible for classifying  purity of Luwak Coffee. 
This study provides a non-destructive method for 
coffee purity assessment, which contributes to Kopi 
Luwak authentication. 
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