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ABSTRACT Selecting final project supervisors often poses challenges for students due to limited
lecturer quotas and difficulties in finding suitable expertise matches. This study proposes using the
Cosine Similarity method with vectorization approaches such as Bidirectional Encoder Representations
from Transformers (BERT), FastText, Bag of Words (BoW), Term Frequency-Inverse Document
Frequency (TF-IDF), and Word2Vec to enhance the accuracy of recommendation systems. Data
sourced from Google Scholar underwent scraping, preprocessing, and vectorization to evaluate the
most effective method for understanding context and recommending relevant supervisors. The
analysis revealed that BERT and Word2Vec based approaches achieved superior performance,
delivering a perfect hit ratio (1.00) and overcoming the limitations of TF-IDF and BoW in capturing
technical language. This recommendation system is expected to streamline the supervisor selection
process, minimize mismatches, and effectively support academic advisory processes across

educational institutions.
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LINTRODUCTION

The final project is one of the academic
requirements that must be fulfilled by students to
complete higher education. In its preparation,
students need guidance from lecturers who have
expertise in accordance with the topic proposed in
the final project proposal. The supervisor acts as a
place of consultation for students, especially in
facing various obstacles in the process of working
on the final project [1].

Currently, selecting a final project supervisor
is typically done by directly contacting lecturers
known for their expertise and alignment with the
student research interests. This process is possible
because the study program allows students to choose
a supervisor suitable for their research topic.
However, students sometimes face challenges when
selecting an alternative supervisor if their preferred
lecturer quota is full. This issue arises from limited
information about the expertise of all lecturers

within the study program. As a result, some students
may choose supervisors whose expertise is less
relevant to their research area, leading to suboptimal
guidance and potential delays in completing their
final projects [1]. The alignment between a
supervisor's expertise and a student research topic is
a critical factor in ensuring effective guidance and
the timely completion of final projects [1]. A
solution is needed that can help the selection of
supervisors effectively and ensure the suitability
between the lecturer's expertise and the student
research theme.

One potential solution is to apply the Cosine
Similarity method to recommendation systems. This
method calculates the similarity between two
documents to determine their relevance [2].
Previous research demonstrated that Cosine
Similarity could recommend supervisors based on
the similarity value obtained from the thesis query
and the supervisor query. However, a study by
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Ashwini Tangade et al. showed that the text rank-
based Cosine Similarity approach an f-measure of
only about 0.39 of the entire rouge in determining
similarity [3]. In contrast, other studies have
highlighted the effectiveness of Cosine Similarity
when combined with different vectorization
techniques. Reswara's research concluded that using
various vectorization methods resulted in text
similarity levels exceeding 80% [4]. Similarly,
Dingding Cao demonstrated that incorporating
FastText-Base vectorization with the Cosine
Similarity method achieving 57% - 69% accuracy on
the average cosine similarity of 4 documents. This
study also recommended utilizing BERT for
document similarity assessments and parameter
optimization [5]. These findings suggest that
incorporating advanced vectorization techniques
before modeling has significant potential to enhance
the accuracy of text similarity measurements. This
conclusion is further supported by research from
Mohamed and El-Behaidy, which found that text
representation techniques are widely used and
significantly improve the performance of natural
language processing (NLP) tasks, including text
classification [6].

BERT (Bidirectional Encoder
Representations from Transformers) is proposed in
this research as a more accurate alternative for text
representation, as it considers the context between
words in a sentence bidirectionally [7] [8]. A study
conducted by Reswara (2023) demonstrated that the
BERT method combined with Cosine Similarity
achieved  higher accuracy in  providing
recommendations that align with the context of the
input text [4].

All of the studies revealed that various
combinations of text vectorization methods with
Cosine Similarity, such as TF-IDF, Bag of Words
(BoW), Word2Vec (W2V), FastText, and BERT,
have been widely applied in various NLP tasks.
However, the effectiveness of each method for
specific tasks, such as recommending supervisors
based on research abstracts, is still not identified.

This study aims to compare various
vectorization methods, including TF-IDF, Bag of
Words (BoW), Word2Vec (W2V), FastText, and
BERT for text representation using the titles and
abstracts of all lecturer research available on Google
Scholar. These vectorizations are then compared
with the topics of students’ final projects using the
Cosine Similarity and hit ratio method. This research
aslo to identify which the vectorization method with
the highest hit ratio for aligning lecturers' research
expertise with students' thesis topics. The findings
aim to support the development of a supervisor
selection system that improves the efficiency of the
selection process. Additionally, this research seeks
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to contribute to developing a system that simplifies
the process for students to find supervisors with
relevant expertise, thereby fostering more effective
academic guidance.

I.LMETHOD
The methodology in this case study research
employs a text similarity approach using
supervisors’ research data, utilizing the Kaggle
platform and Python programming language. The
notebook specifications Kaggle used are TPU VM
v3-8 with 330 GB CPU capacity and 40 GB disk
memory. The data used in this study consists of the
supervisors' research history sourced from Google
Scholar, filtered by first and last name indices within
a span of five years.

The research process begins with scraping
research data from each lecturer's Google Scholar
profile. The scraped data is then preprocessed
through several steps, including case folding,
character removal, tokenization, language detection,
stopword removal, and stemming. This is followed
by the embedding and text representation stages
using various vectorization methods, namely TF-
IDF, Bag of Words (BoW), Word2Vec (W2V),
FastText, and BERT. These methods convert text
into numerical representations through encoding and
embedding processes, enabling analysis to
determine which method best understands context
and meaning learned by the model [9].

Data Scraping
Data Preprocessing

Vectorization

(] (=) (=) (=) (]

Modeling

FIGURE 1. Research Methodology Diagram

Figure 1  illustrates the research
methodology process in the form of a flow diagram.
The final stage involves cosine similarity modeling,
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where the similarity between input documents and
the data documents is calculated.

A.DATA SCRAPING

Research data containing titles and abstracts
of studies by supervisors on Google Scholar were
scraped using Visual Studio Code with Python
programming language and assisted using
the beautiful soup library to automate data
collection. The data collected includes the complete
history of new research conducted between 2019
and 2024. The data scraping process generated
information consisting of research titles, research
abstracts, publication years, and author names from
71 supervisors at Dian Nuswantoro University and
will be saved in csv format. The supervisor data was
collected from active lecturers or supervisor in
Departement Computer Science at Dian Nuswantoro
University with a recorded history of serving as
supervisors in the Dinus Library.

B.DATA PREPROCESSING

In Natural Language Processing (NLP), data
preprocessing is performed to clean the data and
prepare it for processing, ensuring better results [4].
This stage begins with language detection using the
langdetect library to apply the appropriate
techniques based on the language identified in the
text. The process continues with case folding, where
uppercase letters are converted to lowercase,
followed by the removal of unnecessary elements
such as extra lines, punctuation, numbers, special
characters, and excessive spaces.

Subsequently, stemming and tokenization are
carried out according to the detected language.
Tokenization involves breaking down text into
smaller units, such as words, phrases, or characters,
known as tokens [10]. This step enables the model
to better understand and process the text [11]. The
tokenization and stemming processes vary
depending on the detected language. For Indonesian
texts, stopword removal and stemming are
performed using the Sastrawi library. For English
texts, stopword removal and lemmatization are
applied using spaCy library.

The use of different approaches for stemming
and lemmatization is due to the distinct structures of
words and sentences in Indonesian and English
language [12]. In Indonesian, root words are often
concealed by affixes such as prefixes, infixes, or
suffixes, requiring a word truncation process to
return the word to its root form [13]. The Sastrawi
Python library is specifically designed to handle the
complexities of affixed Indonesian words and
reduce them to their root form [14].

In contrast, English tends to have a word
structure that relies more on inflectional changes

based on tense and number rather than affixes [15].
The lemmatization process takes the grammatical
context of a word into account to produce its base
form [16]. The spaCy library, with its context-based
lemmatization support, is more suitable for English
as it provides higher accuracy and produces valid
base forms, in contrast to stemming, which can
improperly truncate words in English [17].

C.VECTORIZATION

In this research, the dataset that has been
preprocessed will be vectorized using various
techniques proposed in the research. Vectorization is
the process of converting text data into numerical
representations that can be processed by machine
learning algorithms. This numerical representation
is a vector consisting of a series of real or integer
numbers, allowing machines to analyze
relationships between words, sentences, and
documents. In the context of sentiment analysis,
vectorization converts text from training data into a
numerical format suitable for analysis and modeling
[18].

There are two main approaches to text
vectorization, namely encoding, and embedding,
which can facilitate the analysis and modeling
process. Encoding is the initial step in converting
text into numerical formats, typically producing
vector representations without necessarily capturing
deeper semantic meanings. In contrast, embedding
provides  richer and more  informative
representations of words in vector form, capturing
the meaning and relationships between words to
help models better understand their context and
interconnections [19].

The vectorization methods employed include
TF-IDF and Bag of Words for encoding and
embedding models such as Word2Vec, FastText,
and BERT for more sophisticated text
representation. Each vectorization technique will
process the dataset and the results between
vectorization techniques will be compared using
cosine and evaluation metrics.

1) TF-IDF

TF-IDF (Term Frequency-Inverse Document
Frequency) is a document vectorization method used
to measure the importance of a word within a
document or a corpus [20]. This method combines
two principles: the frequency of a term's occurrence
in a specific document (Term Frequency) and the
rarity or uniqueness of the term across the entire
corpus (Inverse Document Frequency) [20]. In this
context, a "document" refers to a single paragraph or
line of text.

TF-IDF works by multiplying the frequency
of a term's occurrence within a document by the
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measure of its uniqueness across the entire corpus,
calculated using the formula (1).

TF — IDF = TF x IDF. (1)
With,
TF = Frequency of a term in a document. (2)
Document word count
Dokument count
IDF = lOg (Documents frequency ) (3)

2) BAG OF WORDS

The Bag of Words (BoW) method is a text
representation technique that converts a document
into a set of words represented by their frequency of
occurrence within the document. This approach
represents text as vectors based solely on word
frequency, without accounting for the relationships
or context between words, treating each word as
independent from the others [21].

The primary drawback of this method is its
inability to capture semantic, structural, or
contextual information surrounding the words. This
limitation can lead to sparse vector representations
and potentially result in poor model performance or
overfitting, especially when the vocabulary size in
the corpus is large, but word frequencies in
individual documents are very low or even zero [22].

3) WORD2VEC

Word2Vec is a method introduced by
Mikolov in 2013 to convert each unique word in a
corpus into a vector. This technique is capable of
capturing the contextual similarity between two
words based on their resulting vectors [21].
Word2Vec has two primary approaches: Continuous
Bag-of-Words (CBOW), which predicts the target
word based on the surrounding context, and Skip-
gram, which predicts the context based on the target
word. Word2Vec relies on local word information
within a sentence, enabling it to capture the semantic
relationships between words in vector space [23].

4) FASTTEXT

FastText is a word embedding method that
evolved from Word2Vec. It learns word
representations by  incorporating  subword
information, where each word is represented as a set
of n-gram characters. This enables FastText to
capture the meaning of short words and understand
suffixes and prefixes. However, this approach has
limitations in representing words from languages
with extensive vocabularies and many rare words.
FastText excels in several areas, such as its ability to
efficiently train models on large datasets and
generate representations for words not present in the
training data by breaking them into n-grams to create
embedding vectors [24].
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5) BERT

BERT (Bidirectional Encoder
Representations from Transformers) is a language
model based on a bidirectional transformer
architecture, trained through two main tasks:
Masked Language Modeling, where some words in
a sentence are masked, and the model must predict
the missing words, and Next Sentence Prediction,
which involves determining whether two sentences
are consecutive. Through this training, BERT can
understand the complex interactions between words
in a sentence, resulting in contextualized and more
accurate word embeddings. As shown in Figure 2,
the model consists of multiple layers: 12 layers for
BERT BASE and 24 layers for BERT LARGE, with
embeddings that can be extracted from these layers
for various applications in natural language
processing [25].
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FIGURE 2. Layers in BERT

D. MODELING

The dataset will be modeled using cosine
similarity to determine the similarity between the
student's final project and the dataset in the research.
Cosine similarity is a measure used to determine the
similarity between two documents or vectors based
on the angle between them in vector space. Text is
converted into a numerical representation in the
form of a vector through the encoding process.
Cosine similarity then measures the similarity of two
vectors based on the angle between them, using the

Cosine Similarity formula [26].
AB

s

Cosine Similarity(A,B) = 4)

Where A-B is the dot product, and [|All and
[IBI| are the lengths (norms) of the vectors. The result
of the calculation is a value between -1 and 1, with
higher values indicating greater similarity. In many
applications, particularly those involving text,
cosine similarity values are typically calculated only
for vectors that do not contain negative elements
(e.g., TF-IDF results or embeddings), which restricts
the range of values from 0 to 1 [27]. The primary
advantage of the cosine similarity method is that it
is unaffected by the length of a document. This
means that two documents can be considered
similar, even if they do not share the same terms, as
long as the vectors representing the documents have
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the same or similar direction [28]. In text document
analysis, the text is generally converted into vectors
using a vectorization model before calculating
similarity. Afterward, cosine similarity is applied to
measure the similarity between the two vectors.
Research has demonstrated that cosine similarity
often outperforms other methods, such as the
Euclidean distance [29].

Indonesian and English using DeepTranslator with
Google Translator. This process resulted in a total of
2,140 entries comprising titles and abstracts in both
languages. Standardizing the input language ensures
the system can provide recommendations more
effectively without being limited by language
variations. This translation step is essential for
improving the system's ability to filter information

and deliver accurate recommendations.

E. EVALUATION
The hit ratio evaluation method will be used
in this study to measure the optimality of
vectorization and cosine similarity techniques on the
dataset. The hit ratio is an evaluation metric used to =00 -
assess a recommendation system. It calculates the
ratio of matches between the recommended items
and those actually present in the test data. The hit
ratio ranges from 0 to 1, where O indicates no
matches (completely incorrect), and 1 indicates that 200
all possible matches are predicted (completely
correct). Values between 0 and 1 represent the

Text Distribution by Language

400

300

Number of Texts

100

proportion of partially correct matches [30]. This 0- . n N "
metric is simple yet effective, as it focuses on the & é@“’ & Q@“
presence of relevant items without considering the & & o
order or quantity of irrelevant items in the &
recommendation. Language Categories

FIGURE 3. Distribution of Texts by Language

In this study, the hit ratio is modified with
two additional evaluation criteria to provide a more
comprehensive assessment of recommendation
quality. The experiment is considered successful if
at least three relevant items appear in the Top-5
recommendation list or if the cosine similarity
between the recommendation and the ground truth
exceeds a threshold of 0.90. The hit ratio (HR) is

The next step involves data preprocessing,
which includes text cleaning tasks such as removing
symbols, numbers, and irrelevant words based on
the detected language. The results from each stage
of this preprocessing, as summarized in Table 1,
then serve as the input for the modeling process.

TABLE 1. Preprocessing Data

calculated as the ratio of successful trials to the total
number of trials, as shown in the following formula: Raw Data

Mengembangkan Konsep & Strategi Smart Regional: Cara

— Successful trial %) Meningkatkan Pariwisata & Investor (Smart City 4.0)

HR =

Total trials

Preprocessing Preprocessing Data

Ste - - Ste . d
In this context, a successful trial is defined as p Data n English P in Indonesian
one that contains at least three relevant items in the case folding  developing the case mengembangkan
. . C . concepts & folding konsep & strategi
Top-5 list or has a cosine similarity that exceeds a strategy of smart smart regional: cara
predefined threshold value. This level of accuracy regional: how to meningkatkan
serves as a key indicator of the system's success in ig?fease tOUF(ism PafiWisat(a &
L : investors (smart investor (smart Clty
providing relevant recommendations. city 4.0) 40)
removing developing the removing  mengembangkan
IL.RESULT AND DISCUSSION character concepts strategy ~ character  konsep strategi
The data scraping process successfully of smart regional smart regional cara
gathered 1,070 research records from supervisors, how to increase meningkatkan
.. . tourism investors paerlsata investor
consisting of titles and abstracts, and saved them on smart city smart city
CSV format. These records include 638 in English, tokenizer ['developing', 'the’,  tokenizer  ['mengembangkan’,
430 in Indonesian, and 2 in other languages. The ‘concepts’, 'konsep', 'strategt,
distribution of this data language can be seen in strategy’, ‘of’, 'smart', ‘regional’
. . . smart’, reglonal y cara,
Figure 3. The classification of some records as how', 0", 'meningkatkan’,
"other languages" may stem from the extensive use ‘increase’, ‘pariwisata’,
of foreign terms or technical jargon within the ‘tourism’, ‘investor’, 'smart,
content. ‘investor', 'smart', ‘city']
‘city']

To address the disparity in data volume
across languages, all text was translated into
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lematization ['develop’, steaming  ['kembang', 'konsep’, ) 0.986 2 0.953 2
and stopword  ‘concept’, and 'strategi’, 'smart’, (Succes) (Unrelevant)  (Succes) (Unrelevant)
‘strategy’, 'smart’, stopword  ‘regional’, 'tingkat', 3 0.981 1 0.921 1
‘regional’, ‘pariwisata’, (Succes) (Unrelevant)  (Succes) (Unrelevant)
‘increase’, 'investor', 'smart’, 0.986 2 .
‘tourism’, ‘city'] 4 (Succes) (Unrelevant) 0.886 (Fail) 3 (Relevant)
‘investor', 'smart’, 5 0.987 2 0.93 2
‘city'] (Succes) (Unrelevant)  (Succes) (Unrelevant)
0.988 . 1
results of english data results of indonesian data (Succes) 3 (Relevan) 0.838 (Fail) (Unrelevant)
- 0.989 1 0.919
develop concept strategy smart kembang konsep strategi smart (Succes) (Unrelevant)  (Succes) 3 (Relevant)
regional increase tourism investor regional tingkat pariwisata investor g 0.98 0.928 1
smart city smart city (Succes) 3 (Relevan) (Succes) (Unrelevant)
9 0.989 0.924
(Succes) 4 (Relevan) (Succes) 3 (Relevant)
Table 1 shows that after the dataset goes 10 0.992 0 0.881 (Fail) 2
(Succes) (Unrelevant) ) (Unrelevant)

through the preprocessing stage, it becomes more
structured and neat, whereas previously, it was still
unstructured, with many symbols, uppercase, and
others. After the preprocessing stage, this study
tested several vectorization methods, namely TF-
IDF, BOW, W2V, fastText, and BERT, to measure
the accuracy of prediction using cosine similarity
and relevance of supervisor names based on test
data. The test results from 10 experiments are
presented in Tables 2, 3, and 4, with additional
criteria labels as a reference for the success of hit

TABLE 4. BERT Vectorization Results

Vectorization

ratio calculation.
TABLE 2. TF-IDF and BOW Vectorization Results
Vectorization
Trial TF-IDF BOW
Similarity REIEVEfmt Similarity Relevzfmt
Supervisor Supervisor
1 0.332 3 (Relevan) 0.356 (Fail) 3 (Relevan)
(Fail) :
0.422 2 . 2
2 (Fail) (Unrelevant) 0420 (Fai) 51 etevant)
3 0.333 2 0.384 (Fail) 3 (Relevan)
(Fail) (Unrelevant) '
0.430 . 2
4 (Fail) 3 (Relevan) 0.426 (Fail) (Unrelevant)
0.287 2 . 2
3 (Fail) (Unrelevant) 022 (FaD g tevant)
0.199 .
6 (Fail) 3 (Relevan) 0.201 (Fail) 3 (Relevan)
7 0.242 1 . 2
(Fail) (Unrelevant) 0.235 (Fail) (Unrelevant)
8 0.256 2 .
(Fail) (Unrelevant) 0.278 (Fail) 3 (Relevan)
9 0.315 . 2
(Fail) 3 (Relevan)  0.320 (Fail) (Unrelevant)
10 0.564 1 . 0
(Fail) (Unrelevant) 0.575 (Fail) (Unrelevant)

TABLE 3. W2V and FastText Vectorization Results

Vectorization

Trial wav FastText
S Relevant Lo Relevant
Similarity Supervisor Similarity Supervisor
1 0.988 2 0.934 2
(Succes) (Unrelevant)  (Succes) (Unrelevant)
120

Trial BERT
Similarity Relevant Supervisor

1 0.961 (Succes) 4 (Relevant)

2 0.977 (Succes) 3 (Relevant)

3 0.965 (Succes) 3 (Relevant)

4 0.969 (Succes) 3 (Relevant)

5 0.901 (Succes) 2 (Unrelevant)
6 0.972 (Succes) 4 (Relevant)

7 0.970 (Succes) 3 (Relevant)

8 0.968 (Succes) 4 (Relevant)

9 0.968 (Succes) 3 (Relevant)
100,966 (Succes) 3 (Relevant)

In the experiments conducted which can be
seen in Tables 2, 3, and 4, the TF-IDF and BOW
models did not achieve similarity accuracy of more
than 0.90 in 10 experiments, with only four
experiments resulting in relevant lecturers. Instead,
the W2V model showed perfect similarity accuracy
even though it only identified three experiments of
relevant lecturers. The fastText model did slightly
better, with two experiments having a similarity of
less than 0.90 and identifying less than three relevant
lecturer experiments. Finally, the BERT model
produced near-perfect similarity accuracy, despite
there being only one irrelevant lecturer experiment.

To show the performance of each method in
providing relevant and accurate recommendations.
Evaluation is carried out using a hit ratio that is
adjusted to the requirements of the successful
similarity results and the number of relevant name
that have been described in the previous table so
that, it can be seen the ratio results of each method
in Table 5.
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TABLE 5. Hit Ratio Results

Hit Ratio
TF-IDF BOW W2V FastText BERT
0.4 0.4 1.00 0.8 1.00

The results shown in Table 5 indicate that the
W2V and BERT methods perform best with a hit
ratio of 1.00, followed by FastText with 0.8, and
BoW and TF-IDF with a hit ratio of 0.4. Although
W2V shows a high score in cosine similarity in
Table 3, BERT is still superior due to its ability to
understand the overall context of the sentence. This
makes BERT a better choice for providing relevant
and accurate recommendations, as evidenced by the
superior relevance in all BERT experiments,
compared to some trials with W2V,

The BoW and TF-IDF methods proved less
effective in handling research abstracts containing
technical language and unfamiliar terms, which are
better handled by context-based methods such as
BERT. The poor performance of TF-IDF and BoW
is due to their limitations in understanding semantic
context, where TF-IDF only -calculates word
frequency weights, and BoW does not take into
consideration word order, making it less able to
handle relationships between concepts or technical
terms in the text.

IV.CONCLUSION

Overall, the results demonstrated that, with
the aid of a combination of preprocessing methods
such as data balancing, case folding, and
lemmatization/stemming, the BERT method proved
to be the most effective for the supervisor
recommendation system, achieving a hit ratio of
1.00. This method successfully predicted more than
two supervisor names relevant to the selected
research topic from ten studies, yielding an average
accuracy of 0.961 using the cosine similarity model.
W2V and FastText also yielded efficient results,
with cosine similarity accuracies of 0.986 and 0.911,
respectively. ~ While =~ W2V offers  better
recommendation quality, it is less accurate in
providing precise recommendations, as
demonstrated by only three correct trials out of ten.
In contrast, TF-IDF and BoW are more suitable for
simpler tasks that do not require complex semantic
analysis.

BERT excels in capturing deep semantic
context, providing a substantial advantage over
traditional vectorization methods. These findings
have practical implications for real-world academic
settings, particularly in integrating the system into
university platforms to streamline supervisor
selection processes.

However, its large-scale implementation
faces challenges, including high computational
demands and scalability constraints. Utilizing BERT
requires advanced hardware such as GPUs or TPUs,
which can be a significant limitation for institutions
with restricted resources, especially when working
with real-time systems or large datasets.

Future work could explore BERT’s ability to
capture deep semantic context, which may
significantly improve the system’s accuracy.
Optimizing the model through pruning or
quantization and leveraging distributed computing
should be prioritized to ensure scalability.
Expanding the dataset by incorporating additional
data, such as student thesis results, to boost the
model’s generalization capability. Moreover,
evaluating the quality of recommendations through
user feedback would offer valuable insights into
their relevance and effectiveness. Lastly,
experimenting with topic clustering or integrating
other key variables could significantly enhance the
accuracy of predicting supervisor names, making the
recommendation system more reliable and precise.
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