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ABSTRACT Good student academic performance is the key to success in the quality of education
at university. One of the factors that influence academic success by utilising information technology
and data analytics. This research incorporates GPA scores and other external factors that can affect
students' academic performance such as parents’ job and latest education, address, gender,
extracurricular, etc. This research uses Machine Learning; Decision Tree, Random Forest, K-
Nearest Neighbour, Support Vector Classifier, Naive Bayes, and Gaussian as methods to analyse
and predict the academic performance of students of the Information Systems Study Program,
Faculty of Computer Science at the University of Jember. The results showed that the Decision Tree
algorithm has the highest accuracy value of 0.9264 followed by Random Forest and K-Nearest
Neighbour. Meanwhile, the prediction results show that the Decision Tree, K-nearest neighbour,
and Random Forest algorithms can predict the same results.
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I INTRODUCTION

Student academic performance is a crucial
indicator reflecting the quality of education at higher
education institutions [1] and serves as a
foundational basis for evaluation processes aimed at
improving educational quality. Good academic
performance is influenced by various factors, such
as student engagement in extracurricular activities
[2]. In this context, a deep understanding of the
factors influencing academic performance becomes
crucial, especially in today's digital era. Various
previous studies have shown that good academic
performance is not only influenced by students'
intellectual abilities but also by external factors such
as students' involvement in extracurricular activities
[3] The author found that one-third of students
perform well academically and actively participate
in campus activities. Additionally, factors such as
place of origin [4] also impact academic
performance. These external factors are utilized in
this study to examine whether there is an influence
between external factors and students' academic
performance.

In today’s digital era, leveraging information
technology and data analytics has become
increasingly critical to understanding the factors that

impact academic success. Machine learning, a
branch of artificial intelligence[5], [6], offers
various methods for analyzing [7], [8] and predicting
student performance with high accuracy [9], [10].

Processing student academic performance
data requires machine learning. Previous research
has demonstrated the effectiveness of machine
learning in predicting academic performance. For
example, Wiyono et al. (2019) found that the
Decision Tree and KNN algorithms could achieve
up to 92% accuracy in predicting student
performance, underscoring these methods’ potential
in educational contexts [11]. Jain et al. (2022) also
reported that K-Nearest Neighbors (KNN) and
Naive Bayes performed well, with KNN yielding the
highest accuracy at 82% in academic performance
analysis [12].

Research by Chen (2023) demonstrated that
the Random Forest algorithm achieves the most
accurate predictions, making it one of the most
effective  methods for analyzing academic
performance [13]. Burman et al. (2019) and Wahed
etal. (2020) also found that Support Vector Machine
(SVM) effectively predicts student performance
[14], [15]. In a study by Albreiki (2021), various
machine learning (ML) techniques were shown to
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help identify students at risk and predict dropout
rates [16]. Therefore, using ML in this study is
expected to accurately predict student academic
performance based on external factors and GPA.

Based on the previously mentioned studies, it
is evident that various algorithms exhibit distinct
strengths depending on the parameters and datasets
employed. These insights motivate the author to
undertake a more in-depth analysis comparing
machine learning models applicable in the
educational sector. The objective of this research is
to investigate the application of several machine
learning models, including Naive Bayes, K-Nearest
Neighbors (KNN), Support Vector Classifier (SVC),
Decision Tree, Random Forest, and Gaussian, to
analyze and predict the academic performance of
students in the Information Systems program at
Jember University.

The analysis of students' academic
performance is anticipated to yield valuable insights
that can enhance teaching and learning strategies
within the Information Systems program at Jember
University. By pinpointing the factors that lead to
academic success, educational institutions can
develop more targeted interventions to assist
students who need extra support. This research aims
not only to advance knowledge in the education field
but also to offer practical recommendations for
decision-making at the institutional level.

With a solid foundation in this research area,
the author aspires to significantly contribute to the
understanding and enhancement of students'
academic performance through the application of
information technology and data analytics. This
study is expected to serve as a reference for future
research and lay the groundwork for the
development of more effective academic prediction
systems going forward..

1. METHOD
This research method stage describes dataset
collection, data pre-processing, and data analysis
with machine learning algorithms.
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FIGURE 1. Research Method
Data Collection

In this study, data collection was conducted
through the distribution of an online questionnaire
using Google Forms. This questionnaire was
designed to collect comprehensive information
regarding the factors that may influence the
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academic performance of students in the
Information Systems study program at the Faculty of
Computer Science, Jember University. The data
collection process took place during the 2022/2023
and 2023/2024 academic years, with a total of 203
respondents consisting of 98 male students and 104
female students.

The distributed questionnaire included
various questions grouped into several categories,
namely academic data and external factors. The
academic data collected included the Cumulative
Grade Point Average (GPA) and the Semester Credit
System (SKS). Meanwhile, external factors are used
in this research because several studies have proven
that external factors influence the academic
performance of students. The education level of
parents, the occupations of parents, and the time
spent studying can provide important insights into
the social context and environment that affect
academic performance. Research shows that the
educational background of parents can significantly
influence the motivation and academic support
received by students [4]. In addition, previous
studies have also indicated that students who are
active in organizations or extracurricular activities
tend to have better academic performance [3]. By
combining this data, researchers can identify which
variables are most influential in improving academic
performance.

External factors can also help in
understanding the variability among individual
students. Data shows that there are significant
differences in academic performance based on social
and economic backgrounds, which can be measured
through factors such as the number of family
members and access to technology (e.g., Wi-Fi
usage and smartphones). By considering these
factors, the analysis can be more adaptive and
responsive to the specific needs of students.
Therefore, the external data used in this study
includes the education level of parents, the
occupations of parents, the amount of time spent
studying, the place of origin, gender, the number of
heads in a family, high school background, whether
they use Wi-Fi, how often they use smartphones,
whether they are active in organizations, how often
they go out with friends, and whether they receive
support from their parents..

Each question in the questionnaire was
designed to provide deep insights into the conditions
and habits of students that could affect their
academic performance. For example, questions
regarding study time were divided into several
categories, such as less than 2 hours, 2-4 hours, 4-6
hours, and more than 6 hours. This aimed to
understand the extent of time commitment that
students devote to studying. Additionally, questions
about involvement in organizations were measured
with answer options ranging from inactive to active
in various student organizations.
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The use of Google Forms as a data collection
tool provided several advantages, including ease of
distribution and real-time data collection.
Respondents could fill out the questionnaire at any
time and from anywhere, thereby increasing the
likelihood of participation. Once data collection was
completed, all information obtained from the
questionnaire was analyzed and categorized.
Categorical data was converted into binary format to
facilitate further analysis using machine learning
algorithms. This process is a crucial step in ensuring
that the analyzed data is accurate and reliable.

Through this systematic and structured data
collection, this research aims to explore the
relationship between external factors and students'
academic performance, as well as to develop
predictive models that can assist educational
institutions in taking appropriate intervention steps
for students who need additional support. Thus, the
results of this study are expected to make a
significant contribution to teaching and learning
strategies in the academic environment.

Data Pre-processing

The data pre-processing phase is an essential
part of evaluating students' academic performance,
focusing on preparing the data for -efficient
processing with machine learning algorithms. In this
research, data gathered from 203 students enrolled
in the Information Systems program at the Faculty
of Computer Science, University of Jember,
encompasses various pertinent attributes, such as the
Cumulative Grade Point Average (GPA), Semester
Credit System (SKS), and other external factors that
could impact academic success.

One of the initial steps in pre-processing is
converting categorical data into numerical format.
Categorical data, such as gender, parental education,
and organizational activities, need to be expressed in
numerical form to be processed by machine learning
algorithms. For example, for the gender attribute, the
value "female™ can be coded as 1 and "male™ as 0.
Similarly, the education levels of the mother and
father can be categorized using a numerical scale,
where 1 represents elementary school, 2 represents
junior high school, and so on up to higher education
levels.

After converting categorical data, the next
step is to standardize the data into binary format.
This process involves changing all values that can be
interpreted as "yes" to 1 and "no" to 0. For instance,
an attribute indicating whether a student has access
to Wi-Fi or not is changed to 1 for "yes" and O for
"no." This step is crucial because many machine
learning algorithms, such as K-Nearest Neighbors
and Decision Trees, require data in numerical format
for analysis.

Next, the standardized data is then organized
into a table that includes 18 attributes for each
student. This table provides a comprehensive

description of the characteristics of students and the
factors influencing their academic performance. For
example, attributes such as study time, family size,
and parental support are also converted into
numerical format to facilitate further analysis.

The pre-processing process also includes
data normalization, which aims to ensure that all
attributes have the same scale. Normalization is
important, especially when attributes have very
different ranges of values, such as GPA ranging
from 0.00 to 4.00 and study time measured in hours.
By normalizing the data, we can prevent machine
learning algorithms from giving disproportionate
weight to certain attributes that have larger values.

After all data has been transformed into
numerical format and normalized, the pre-
processing phase concludes with the splitting of the
data into training and testing sets. This division is
crucial for assessing the performance of the machine
learning model that will be developed. The training
set is utilized to train the model, whereas the testing
set is employed to evaluate the model's accuracy and
effectiveness in predicting students' academic
performance.

TABLE 1. Description of Student Dataset

No

Atributes

Indicators

1.

2

10
11

12

13

14

SKS
IPK

Mom_edu

Fa_edu

Study_time

Address

Gender
fam_size
high_scholl
wifi

ormawa/ukm

has phone

hangout

usage smartphone

Semester credit system (numeric:
from 20 to 144 )

Grade pointaverage numeric: (from
0,00 to 4,00)

Mother’s education (numeric : 1 —
Elementary School, 2 — Junior High
School, 3 — Senior High School, 4-
Undergraduate Degree, 5- Master
Degree, 6- Doctoral Degree )
Father’s education (numeric: 1 —
Elementary School, 2 — Junior High
School, 3 — Senior High School, 4-
Undergraduate Degree, 5- Master
Degree, 6- Doctoral Degree )
Weekly study time (numeric : 1- <2
hours, 2- 2-4 hours, 3- 4-6 hours, 4-
>6 hours )

Student’s home address province
(numeric : 1-jawa timur, 2-jawa
tengah, 3- jawa barat, 4-dki jakarta,
5-bali, 6- sumatra, 7- kalimantan, 8-
ntb, 9- ntb, 10 - maluku. 11 - papua)
Student’s Gender (biner: 1- female,
0- male)

Family size (numeric : 1- 3 people,
2- 4 people, 3- 5 people, 4- 6
people, 5- >6 people)

High school origin (numeric : 1-
SMA, 2- MA, 3- SMK)

Use wifi or not (biner: 1- yes, 0- no)
Active in organisation (numeric : 0-
no, 1-bpm, 2-bem, 3-etalase, 4-
binary, 5-laos, 6-al azhar, 7-ukm 0)
Student’s has a phone or not (biner :
1- yes, 0- no)

Going out with friends (numeric : 1-
never, 2- sometimes, 3-often, 4-very
often)

Usage time of smartphone in hours
(numeric : 1- 1-3 hours, 2- 3-6
hours, 3- 6-9 hours, 4- >9 hours)
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15 fam_support Family educational support
(numeric : 1- yes, 0- no)
Class (numeric : 1- Excellent > 3.5,

2- Good 3.0 - 3.5, 3- Poor<3.0)

16 class

Analysis

The data collected has been processed using
various machine learning algorithms. The bar graph
in Figure 2 illustrates the comparison of model
accuracy, highlighting the performance of several
algorithms utilized in this study. The Decision Tree
model achieved the highest accuracy among the
others, with an accuracy value of 0.9264, indicating
its potential effectiveness in classifying or predicting
student academic performance.

In contrast, both the Random Forest and K-
Nearest Neighbors (KNN) algorithms exhibited the
same accuracy of 0.8037, followed by the Support
Vector Classifier (SVC), which had an accuracy of
0.7791. The Naive Bayes and Gaussian models
demonstrated lower accuracy, suggesting that these
algorithms may not be the most suitable for
predicting student academic performance within the
context of this dataset.

From the results of this comparison, we can
conclude that the Decision Tree is the most accurate
model to use in predicting student academic
performance in the Information Systems Study
Program student data.

Perbandingan Akurasi Semua Model:
Naive Bayes: 0.2025
KNN: 0.8037

SvC: 0.7791

Decision Tree: 0.9264
Random Forest: 0.8037
Gaussian: 0.2025

FIGURE 2. Accuration of machine learning algorihtms

Perbandingan Akurasi Model

FIGURE 3. Graph of the accuration of machine learning
algorihtms

Prediction is done by entering new data as
follows, SKS: 0, GPA: 0, Mother's Education: High
School, Father's Education: S1, Mother's
occupation: housewife, father's job: lecturer, length
of study: 4-6 hours, address: Central Java, gender:
female, number of family members: 5 people, school
origin: High school, have wifi: yes, join
UKM/ormawa: no, have a smartphone: yes, often
leave the house: sometimes, smartphone usage: >6
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hours, get family support: yes. Based on the results
in Figure 4 and 5, the algorithms that can predict new
data accurately are the K-Nearest Neighbor,
Decision Tree, and Random Forest algorithms.
While other algorithms misclassify new data.

Prediksi untuk data baru:

Naive Bayes:
Prediksi: [2]
Probabilitas: [[8.92517382e-109 1.00000000e+000 0.00000000e+000] ]

KNN:
Prediksi: [3]
Probabilitas: [[0.2 0. 0.8]]

SVC:
Prediksi: [1]
Probabilitas: [[@.08018408 @.14743384 0.77238209]]

Decision Tree:
Prediksi: [3]
Probabilitas:

Random Forest:
Prediksi: [3]
Probabilitas: [[0.28 0.21 0.51]]

Gaussian:

Prediksi: [2]

Probabilitas: [[8.92517382e-109 1.00000000e+000 0.00000000e+000] ]
FIGURE 4. New Data Prediction Results of Student
Academic Performance

Points scored

B Naive Bayes
B Random Forest
1 B Decision Tree
W svc
B Gaussian
KNN

a 2 4 6 8 10

FIGURE 5. Graph of Data Prediction Results of Student
Academic Performance

Decision Tree and Random Forest showed
strong probabilities on specific classes, indicating a
high level of confidence in their predictions. This
indicates that both models have better generalisation
capabilities on this data. The Random Forest model
had probabilities that were slightly scattered among
several classes, indicating that it considered several
possibilities before making a final decision, while
Decision Tree gave a more definitive decision on
one class with a probability of 1. However, the
predicted value for the new data across all models
had the same value of 3.

1. RESULT AND DISCUSSION

The results of this study in Table 2 show that
the Decision Tree and Random Forest algorithms
have higher accuracy than other models in
predicting student academic performance. This is
also in line with the findings of several previous
studies which also show that the Decision Tree
algorithm [17]-[20] and Random Forest [21], [22]
are generally superior in data analysis and prediction
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[23], [24]. Research by Imran et al. (2019) found that
the Decision Tree model has a high accuracy of
95.78% in academic performance classification,
mainly due to its ability to handle variables with
many levels and identify important patterns among
them [17].

Random Forest which is a collection of many
decision trees has the advantage of reducing the
overfitting problem that is common in single
Decision Tree models. Research by Chen & Ding
(2023) supports this finding, where they mention
that ensemble methods such as Random Forest often
produce more stable and reliable performance in the
context of academic prediction[23]. Random Forest
is also more resilient to data variability [22], which
is important when working with academic data that
typically has large variations between individual
students.

The K-Nearest Neighbors (KNN) algorithm
is one of the most popular machine learning
algorithms used for classification and regression.
However, KNN has some limitations that need to be
considered, especially related to computation, K
parameter selection, and nearest neighbour search
and selection. Choosing the right K value and the
nearest neighbour search process can affect the
performance of this algorithm, especially on large
datasets that require higher computational resources
[25]. In large datasets, the KNN algorithm may be
less effective in reducing prediction uncertainty due
to the high amount of data that needs to be
considered [26]. Uncertainty is something that
cannot be avoided, but it can and must be minimized
to produce more precise decisions [27], [28].

The KNN algorithm remains a good choice
for small datasets with less than 100 samples, as it
has a shorter learning time than other more complex
algorithms, such as Artificial Neural Networks[26],
[29]. In situations where the interpretability of
results is a priority, other algorithms such as Cubist,
Multiple Linear Regression, or Random Forest may
be more appropriate than KNN, as they offer greater
transparency in explaining the factors that influence
the prediction [26]. Likewise, a Support Vector
Classifier (SVC) can perform better in small
samples and improve generalisation [30] and it is
necessary to combine it with other analysis
techniques such as Principal Component Analysis
(PCA) to increase the speed of the classifier
generation [31]. SVC can provide good results on
structured data with clear patterns but may be less
efficient in capturing complex relationships among
variables without deep preprocessing or feature
engineering. Meanwhile, KNN is often sensitive to
data scale and inter-class variability, which may
affect its accuracy results in complex academic data.

The Naive Bayes classifier is widely used for
its simplicity and robustness, but it has limitations,
particularly when dealing with dependent features
[32]. The assumption of feature independence often

doesn't hold in real-world scenarios, leading to
classification errors [32], [33]. To address this,
researchers have proposed various improvements.
Ou et al., (2022) introduced a mixed-attribute
fusion-based NBC that uses an autoencoder to
generate independent encoded attributes [33]. Yadav
et al., (2019) suggested a perplexed Bayes classifier
to handle feature dependencies [34]. Stephens et al.,
(2018) developed a framework to quantify error
cancelation and predict NBC performance [32].
Despite its limitations, NBC can be effective for
specific applications, such as rare disease detection
in electronic medical records [35]. Understanding
NBC's strengths and weaknesses allows for better
implementation and adaptation to various problem
domains.

Recent research has explored the limitations
and applications of Gaussian algorithms in machine
learning, particularly in dependent feature
environments. Jollans et al. (2019) compared
various machine learning regression methods,
including Gaussian Process Regression, finding that
their performance varied based on sample size,
feature set size, and predictor effect size [36]. Naiem
et al. (2023) proposed enhancements to the Gaussian
Naive Bayes classifier for DDOS detection in cloud
computing, addressing issues related to feature
independence and zero-frequency problems [37].
Caron et al. (2021) studied Gaussian linear model
selection in dependent contexts, developing penalty
functions for both short-range and long-range
dependent error processes [38]. These studies
collectively highlight the importance of considering
feature  dependencies and  error  process
characteristics when applying Gaussian algorithms
in machine learning.

In the context of academic performance
prediction, this discovery has important practical
implications. Decision Trees and Random Forest
can be the first choice for building academic
prediction systems that can help educational
institutions provide early intervention for students
who need additional academic support. The
implementation of a precise and accurate model like
this can support efforts to improve academic success
in a more targeted way.

Overall, the results of this study show that the
Decision Tree and Random Forest models are the
most promising models for academic performance
prediction analysis in the dataset used. Future
research can optimize these two models by making
adjustments to the hyperparameters and exploring
feature engineering techniques to improve
prediction accuracy. The addition of student data
with a wider variety of variables can help generalise
the findings and improve the practical applicability
of these models in an educational context,
potentially resulting in better strategies and
interventions to improve student success. Spatial
aspects of the analysis may need to be added to
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increase the complexity of the data [39] so that the
results of the analysis of student academic
performance are more adaptive, flexible, and in-
depth.

TABLE 2. Accuracies of Academic Performance Model

Classifier Error Rate Accuracy
Naive Bayes 0.7975 0.2025
Decision Tree 0.0736 0.8027
Random Forest 0.1963 0.7791
K-Nearest 0.1963 0.9264
Neighbor

Support Vector 0.2209 0.8037
Classifier

Gaussian 0.7975 0.2025

Accuracies of Academic Performance

Model
1
0,9
0,8
0,7
0,6
0,5
0,4
0,3
0,2
0 [ |
© & & F &
e%'b RN «° é,é‘? N
& & & N ©
< & & &
® 2
&
e

M Error Rate Accuracy

FIGURE 6. Comparison between Accuracies and Error
Rate of Academic Performance Model

V. CONCLUSION

This study concludes that external factors
significantly influence the academic performance of
students, informing the predictive capabilities of
machine learning algorithms. External factors can
affect students' academic performance, thereby
impacting the predicted grades based on the
combination of external factors and students' GPAs.
The classification accuracy values of the algorithms
found that Decision Tree, Random Forest, and K-
Nearest Neighbor achieved the highest accuracy,
allowing these algorithms to predict new data
accurately. Decision Tree, Random Forest, and K-
Nearest Neighbor are capable of building predictive
systems for students who require additional
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academic support. This research underscores the
potential benefits of utilizing machine learning to
implement timely interventions aimed at enhancing
student success through data-driven insights and
tailored academic support. Recommendations for
future research include adding external factors and
analyzing which ones have the most significant
impact on students' academic performance. The
analysis of factors influencing students' academic
performance should incorporate both quantitative
and qualitative research methods and subjects.
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